De novo prediction of human chromosome structures: Epigenetic marking patterns encode genome architecture
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inside the cell nucleus, genomes fold into organized structures that are characteristic of cell type. Here, we show that this chromatin architecture can be predicted de novo using epigenetic data derived from chromatin immunoprecipitation-sequencing (ChiP-Seq). We exploit the idea that chromosomes encode a 1D sequence of chromatin structural types. Interactions between these chromatin types determine the 3D structural ensemble of chromosomes through a process similar to phase separation. First, a neural network is used to infer the relation between the epigenetic marks present at a locus, as assayed by ChiP-Seq, and the genomic compartment in which those loci reside, as measured by DNA-DNA proximity ligation (Hi-C). Next, types inferred from this neural network are used as an input to an energy landscape model for chromatin organization [Minimal Chromatin Model (MiChroM)] to generate an ensemble of 3D chromosome conformations at a resolution of 30 kilobases (kb). After training the model, dubbed Maximum Entropy Genomic Annotation from Biomarkers Associated to Structural Ensembles (MEGABASE), on odd-numbered chromosomes, we predict the sequences of chromatin types and the subsequent 3D conformational ensembles for the even chromosomes. We validate these structural ensembles by using ChiP-Seq tracks alone to predict Hi-C maps, as well as distances measured using 3D fluorescence in situ hybridization (FISH) experiments. Both sets of experiments support the hypothesis of phase separation being the driving process behind compartmentalization. These findings strongly suggest that epigenetic marking patterns encode sufficient information to determine the global architecture of chromosomes and that de novo structure prediction for whole genomes may be increasingly possible.

Significance

In the nucleus of eukaryotic cells, the genome is organized in three dimensions in an architecture that depends on cell type. This organization is a key element of transcriptional regulation, and its disruption often leads to disease. We demonstrate that it is possible to predict how a genome will fold based on the epigenetic marks that decorate chromatin. Epigenetic marking patterns are used to predict the corresponding ensemble of 3D structures by leveraging both energy landscape theory and neural network-based machine learning. These predictions are extensively validated by the results of DNA-DNA ligation assays and fluorescence microscopy, which are found to be in exceptionally good agreement with theory.
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an input into an effective energy landscape model. The work flow behind this approach is broadly described in Fig. 1.

Although the compartments and subcompartments visible in Hi-C maps correlate with a handful of specific epigenetic modifications present at those loci (also ref. 6), the distributions of epigenetic markers found in each compartment are broad and largely overlap. It is therefore impossible to assign any given locus correctly to a specific compartment using the frequency of any single epigenetic modification. To overcome this difficulty, we use a machine learning approach to extract information from the raw chromatin immunoprecipitation (ChIP-Seq) data. We first obtained ChIP-Seq profiles available from the Encyclopedia of DNA Elements (ENCODE) project for the GM12878 lymphoblastoid cell line, encompassing 84 protein-binding experiments and 11 histone marks. Next, we discretized each of these profiles, partitioning them into 50-kb loci, each of which is assigned a value from 1 (weakest signal) to 20 (strongest signal). We then constructed a neural network to uncover the relationship between compartment annotations and epigenetic markings. We use a neural network in which each data type available at a given locus corresponds to a single neuron (30). The state of the network is represented by the state vector $\vec{\sigma}(l) = (C(l), \text{Exp}_1(l), \text{Exp}_2(l), \ldots, \text{Exp}_L(l))$, which represents all of the data available at locus $l$, with $C$ being the subcompartment annotation and Exp being the result of the $i$th ChIP-Seq experiment. The data at each locus are further assumed to be distributed according to a Boltzmann distribution for a Potts model:

$$H(\vec{\sigma}) = -\sum_{i<j} J_{ij}(\sigma_i, \sigma_j) - \sum_i h_i(\sigma_i),$$

$$P(\vec{\sigma}) = \frac{1}{Z} \exp(-H(\vec{\sigma})),$$

where the $P(\vec{\sigma})$ indicates the probability of observing the state vector $\vec{\sigma}$ at any given locus $l$, the $J_{ij}$ interactions capture local pairwise correlations between epigenetic marks or between marks and chromatin types, and $h_i$ determines the individual frequencies of chromatin types and markers. This procedure is equivalent to training a Boltzmann machine to encode the information contained in the dataset. The learning strategy is based on the idea that the parameters of the neural network should
Fig. 2. Predicting the 1D chromatin sequences, 3D conformations, and 2D contact probabilities of human chromosomes from epigenetic marking patterns. We apply MEGABASE + MiChroM to obtain an ensemble of 3D structures for all of the autosomes of cell line GM12878. For illustrative purposes, predictions for chromosome 2 (Left) and chromosome 10 (Right) are shown, respectively. (A) Ninety-five ChIP-Seq tracks are downloaded from the ENCODE database and used as input for MEGABASE to predict 1D sequences of chromatin types (shown in B). The 3D structure of each chromosome is encoded in its specific 1D sequence of chromatin structural types. (C) Typical 3D conformation obtained by MiChroM is shown for chromosomes 2 and 10. (D) Approximately 50,000 structures are collected from simulation to generate high-quality contact maps. These contact maps are compared with the Hi-C maps shown in E. The simulations correctly predict the long-range contact probability patterns that are observed in Hi-C maps, as seen in the magnified regions.
Simulated conformational ensembles predict the distances measured by 3D FISH experiments. Simulations and 3D FISH experiments support the idea that the compartmentalization observed in Hi-C maps emerges from the phase separation of chromatin structural types. (A and B) Cartesian distances between four loci (L1, L2, L3, and L4) in chromosome 14 (cell line GM06990) were measured in two distinct 3D FISH experiments reported by Lieberman-Aiden et al. (11). The same distances were measured using the MEGABASE + MiChroM pipeline. The positions of the fluorescent probes are illustrated in representative 3D configurations from simulations, as well as along the chromosome. As illustrated by the annotations from MEGABASE shown in the figure, the four loci are composed of chromatin of alternating types: L1 and L3 composed of type A chromatin and L2 and L4 composed of type B chromatin. (C and D) Cumulative distribution functions (CDF) show that loci composed of chromatin belonging to the same type tend to be closer in space than otherwise, despite the interlaced order and despite lying at greater genomic distances. This phenomenon is observed in FISH experiments, and it is correctly predicted by our ChIP-Seq-based modeling. The comparison between the predicted and measured probability distributions shows excellent agreement for both the average distance and the distance fluctuations (more examples of validation with FISH data are provided in SI Appendix). The average ratio between simulated distances and FISH-measured distances has been used to calibrate the length scale of simulation. One unit of length in simulation corresponded to a length of 0.17 μm, which also implies the size of a simulated chromosomal territory being ~2-3 μm across, which is consistent with what was previously reported by Cremer and Cremer (2).

maximize the likelihood of observing the set of state vectors representing a particular training set. A similar strategy has been previously introduced to quantify the correlated mutational patterns observed in amino acid sequence data of protein families occurring under natural selection to aid protein structure prediction (31, 32).

The quality of compartment prediction is improved when we include in the Potts model interactions that do not just refer to a single 50-kb locus but also to interactions encoding correlations between markings and annotations of nearest neighbors and next nearest neighbors (i.e., the neural network correlates information from loci |l| − 2, |l| − 1, |l|, |l| + 1, |l| + 2). Through these couplings, the probability of observing a specific state vector at a given locus is correlated with the states of the adjacent segments, thus minimizing the effect of uncorrelated noise. This strategy is analogous to the construction of secondary structure predictors in protein folding using helix-coil models (33).

The inferred probabilistic model is then marginalized to predict the most probable chromatin type for a given locus l when given the experimental ChIP-Seq measurements of loci (|l| − 2, |l| − 1, |l|, |l| + 1, |l| + 2):

\[ \text{CST}(l) = \arg \max P(C | \text{Exp}_{l-2\ldots l+2}) \]

We refer to the resulting probabilistic predictor of chromatin structural types (CST) as the Maximum Entropy Genomic Annotation from Biomarkers Associated to Structural Ensembles (MEGABASE). Once trained for a given new input sequence of epigenetic marks, the model can then find the most probable sequence of corresponding compartment annotations.

The state vectors of every locus of the odd-numbered chromosomes comprise the training set. The state vectors of the even-numbered chromosomes then provide a test set to quantify the performance of the trained model.

After training on the odd-numbered chromosomes, we used our statistical model to predict the chromatin types for the independent set of the even chromosomes of the cell line GM12878 from their epigenetic marking profiles. For the test set, the predicted type assignments are in broad agreement with the experimentally determined structural annotations in the study by Rao et al. (6). Specifically, the model is very accurate in predicting the assignments to compartments (A vs. B), while producing a larger number of mismatches between the predicted chromatin types and the published subcompartment annotations, which are more fine-grained (A1 vs. A2, B1 vs. B2 vs. B3) (SI Appendix, Fig. S1).

Once predicted sequences of type annotations are available, we use our earlier MiChroM to sample the predicted conformational ensembles of 3D structures. To highlight the relationship between chromatin types and compartmentalization, we use the MiChroM Hamiltonian with the same parameters that had already been determined, but omit the term in that
energy function that models the CTCF-mediated looping interactions. These looping interactions seem to arise from a distinct process from compartmentalization, and omitting such interactions does not disrupt the large-scale architecture of chromosomes (17) (the results of additional simulations, including also the CTCF-mediated looping interactions, are provided in SI Appendix, Fig. S2).

The simulations all start from a random collapsed polymer having the proper length confined in a spherical region at correct density (SI Appendix). After equilibration, we collect an ensemble of 3D structures representing the chromosome-specific energy landscape as shaped by the inferred chromatin-type sequences (used as input) and by the MiChroM effective interactions. From the ensemble of equilibrium conformations, we calculate the contact probabilities between any pair of loci within each chromosome. We compare the resulting contact maps from the simulated ensemble of 3D structures with the experimental Hi-C maps reported by Rao et al. (6). The overall agreement between the experimental and simulated contact probabilities is visually evident. The comparison between the simulated and experimental contact maps is shown in Fig. 2 for representative chromosomes in the test set (i.e., the even autosomes). The Pearson’s coefficient is ∼0.9 higher for all of the chromosomes whether in the training set or test set, and the analysis of the Pearson’s coefficient as a function of genomic distance (SI Appendix, Figs. S3–S24) confirms that the two sets of maps are correlated exceptionally well. The power law scaling of the contact probability between two loci as a function of their genomic distance is reproduced well at all genomic distances in a comparison with Hi-C data (SI Appendix, Figs. S3–S24).

Finally, we compare the Cartesian distances between multiple pairs of loci as predicted through the use of our computational model with those measured by using 3D fluorescence in situ hybridization (FISH), and reported by Rao et al. (6) for the cell line GM12878 and by Lieberman-Aiden et al. (11) for the closely related cell line GM06990. FISH experiments in Fig. 3 show that chromatin belonging to the same structural type tends to come into contact more frequently than otherwise, supporting the idea that compartmentalization is induced by a process of phase separation. This behavior is predicted with quantitative accuracy by our ChIP-Seq–based simulation. Remarkably, simulations predict all of the experimentally determined average distances, together with their variances (Fig. 3 and SI Appendix, Figs. S25–S27).

Representative predicted 3D conformations for chromosome 2 and chromosome 10 are shown in Fig. 2.

As previously observed by Di Pierro et al. (17), analysis of the conformational ensembles shows the existence of microphase separation between chromatin of different types, leading to the formation of the characteristic patterns of interactions seen in Hi-C maps. Examples of the long-range patterns that are captured by our predictions are shown in Fig. 2. The more transcriptionally active segments of chromatin (compartments A1 and A2 in Fig. 2) are more frequently found on the outer surface, while the inactive segments (compartments B1, B2, and B3 in Fig. 2) typically reside in the core of chromosomes.

The quality of the structural predictions achieved using the chromatin annotation inferred by MEGABASE shows that there exists a clear sequence-to-structure relationship between the sequences of chromatin types predicted from epigenetic marks and genome architecture. The accuracy achieved by using our energy landscape model in predicting the effects of compartmentalization, as seen by Hi-C and 3D FISH, supports the plausibility of microphase separation being the physical process driving compartmentalization in chromosomes (17, 34–36) (Fig. 4).
The success achieved in reliably predicting chromosome architecture indicates that our probabilistic model captures the essential features of epigenetic marks that are associated with compartmentalization. Hence, we further exploit MEGABASE to study this relationship by calculating the content of mutual information shared between markers and compartments, and so quantifying which of the markers are the best predictors of compartmentalization. It is immediately evident that certain biochemical markers share a high content of mutual information with chromatin structural types, while others do not. According to our neural network, histone methylations H3K6me3, H3K27me3, H3K4me1, and H4K20me1 and nuclear proteins EED, ZBED1, TRIM22, and HCFC1 carry most of the information associated with identifying the chromatin types (SI Appendix, Fig. S28). In contrast, we see that although compartment A, for example, has a very high content of H3K27ac, that marker by itself is a poor predictor owing to its modest mutual information value.

Histone modifications alone carry enough information to predict genome architecture. To illustrate the disproportionate predictive value of histone marks, we created a reduced model by training MEGABASE using only the 11 patterns of histone modifications out of the 95 tracks available in the ENCODE database. The sequences of chromatin types predicted by this reduced model turned out to be only marginally different from those obtained by the full dataset of ChIP-Seq tracks (SI Appendix).

Our results demonstrate clearly that it is possible to generate de novo predictions of the genome’s 3D structure, as well as specific predictions about the results of Hi-C and FISH experiments, using only ChIP-Seq data on histone modifications as an input. The faithfulness of the predicted conformational ensembles underlines the existence of a sequence-to-structure relationship between patterns of histone modifications and the 3D spatial arrangement of chromosomes.

These findings offer great hope that, like the problem of protein folding before it, the puzzle of genome folding may be amenable to computational predictions (37). However, despite the success of the neural network-based prediction algorithm, the details of the mechanism underlying chromatin folding remain unclear. Does chromatin fold into a specific conformation because of the particular sequence of epigenetic markers or, vice versa, do compartments share specific epigenetic markers because of chromosome architecture? Dynamical studies using Hi-C and other methods will doubtless be essential in addressing these questions.
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