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Abstract—Noncontiguous transmission schemes combined with high power-efficiency requirements pose big challenges for radio transmitter and power amplifier (PA) design and implementation. Due to the nonlinear nature of the PA, severe unwanted emissions can occur, which can potentially interfere with neighboring channel signals or even desensitize the own receiver in frequency division duplexing (FDD) transceivers. In this article, to suppress such unwanted emissions, a low-complexity sub-band DPD solution, specifically tailored for spectrally noncontiguous transmission schemes in low-cost devices, is proposed. The proposed technique aims at mitigating only the selected spurious intermodulation distortion components at the PA output, hence allowing for substantially reduced processing complexity compared to classical linearization solutions. Furthermore, novel decorrelation based parameter learning solutions are also proposed and formulated, which offer reduced computing complexity in parameter estimation as well as the ability to track time-varying features adaptively. Comprehensive simulation and RF measurement results are provided, using a commercial LTE-Advanced mobile PA, to evaluate and validate the effectiveness of the proposed solution in real world scenarios. The obtained results demonstrate that highly efficient spurious component suppression can be obtained using the proposed solutions.
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I. INTRODUCTION

Spectrum scarcity and ever-increasing data rate requirements are the two main motivating factors behind introducing carrier aggregation (CA) in modern wireless communication systems, such as 3GPP LTE-Advanced [1], [2]. In CA transmission, multiple component carriers (CCs) at different RF frequencies are adopted simultaneously, either within the same RF band (intraband CA) or at different RF bands (interband CA) [3]. While interband CA naturally leads to a non-contiguous transmit spectrum, this can also happen in the intraband CA case when the adopted component carriers are located in a non-contiguous manner. Adopting non-contiguous CA provides lots of flexibility in RF spectrum use, but also poses substantial challenges in the transmitter design, especially in lower-cost devices such as LTE-Advanced user equipment (UE). Moreover, multicarrier type modulations with very large peak-to-average power ratio (PAPR) are used in most state-of-the-art wireless communication systems. When combined with noncontiguous transmission schemes and high power-efficiency requirements, controlling the transmitter unwanted emissions due to power amplifier (PA) nonlinearity becomes a true challenge [4]–[7].

In [3], a comparison of different transmitter architectures for CA based transmission schemes was presented, showing that it is more power efficient to combine the CCs before the PA, and thus use only a single PA, instead of having a separate PA for each CC. This is also technically feasible, especially in the intraband CA case. The power savings can be quite significant since the overall transmitter efficiency is dominated by the PA [3], and is particularly critical in mobile terminals and other low-cost devices, such as small-cell base-stations, with limited computing and cooling capabilities [8], [9]. However, the power efficiency gained from using a single PA for all CCs comes at the expense of more severe unwanted emissions, stemming from the PA nonlinear characteristics, that can occur at adjacent channels or bands, or even at own receiver band in FDD transceiver case [4]–[6], [10].

The levels of different unwanted emissions are, in general, regulated by the standardization bodies and ITU-R [11]. It has been recently demonstrated that in the context of LTE-Advanced mobile transmitter with noncontiguous CA or multicarrier type transmission, the PA nonlinearities lead to spurious emissions that can seriously violate the given spectrum and spurious emission limits if not properly controlled [2], [4]–[6]. Furthermore, in FDD devices, in addition to violating the general spurious emission limits, the generated spurious components can also overlap with the device’s own receive band, causing own receiver desensitization [4], [10]. One obvious solution to decrease the levels of unwanted emissions is to back off the transmit power from its saturation region. In 3GPP UE terminology, this is known as Maximum Power Reduction (MPR), and MPR values up to 16 dB are allowed in some use...
cases for mobile terminals [2], [7]. However, this approach will end up yielding a significantly lower PA efficiency as well as a substantial reduction in the network coverage. There is thus a clear need for alternative PA linearization solutions which do not have such drastic adverse effects.

Digital predistortion (DPD) is, in general, one of the most effective solutions for mitigating transmitter nonlinear distortion. There have been substantial research efforts in the past 20 years in developing ever more efficient and elaborate DPD techniques, mostly for high-end macro base-station type of devices. The conventional DPD approaches seek to linearize the full composite transmit signal, and we thus refer to such solutions as full-band DPD in this article. There have also been a handful of recent works on efficient concurrent linearization techniques for multi-band transmitters that employ only a single PA [12]–[14]. These works assume that the component carriers are separated by a large distance such that the spurious emissions are filtered out by the transmit RF filter, and hence linearization of only the main carriers is pursued.

Complementary to such methods, the scope of this paper is to introduce a low-complexity DPD solution for suppressing the spurious emissions in non-contiguous transmission cases, while not concentrating specifically on the linearization of the main component carriers. This approach is motivated by the following two factors. First, the emission limits in the spurious region are generally stricter than in the spectral regrowth region around the component carriers, and are thus more easily violated. This has been recognized also in 3GPP recently, in the context of intraband noncontiguous carrier aggregation [2], [4]–[6]. Second, by concentrating the linearization efforts to the most critical spurious emissions only, the processing and instrumentation requirements can be significantly relaxed, thus potentially facilitating the DPD processing also in mobile terminals and other lower-cost devices. This applies not only to the DPD main path processing complexity but also to the feedback receiver instrumentation complexity which can also be substantially reduced.

There have been some recent studies in the literature that consider the mitigation of the spurious emissions explicitly. In [15]–[17], such processing was added to complement a concurrent linearization system while assuming a frequency-flat PA response within the spurious sub-band. In [15], [16], the DPD parameter estimation was done offline, based on extracting the quasi-memoryless PA parameters using large-signal network analyzer (LSNA) measurements, and covering up to fifth-order processing. In [17], a memoryless least-squares fit between the observed intermodulation distortion (IMD) at the considered sub-band and certain basis functions was performed. The basis functions were generated using a wideband composite carrier baseband equivalent signal, followed by sub-band filtering, implying a very high sample rate and processing complexity, especially for widely spaced carriers. The estimated and regenerated IMD was then applied at the PA input, oppositely phased, such that it is canceled at the PA output. In [18], [19], on the other hand, third-order nonlinearities at the IM3 sub-bands were specifically targeted, through behavioral modeling based lower-rate baseband equivalent processing. Furthermore, the parameter estimation of the DPD was based on a closed-loop feedback with a decorrelation-based learning rule which was shown to have better linearization performance compared to the third-order inverse solution in [15] in terms of the spurious emission suppression.

In this article, we extend the elementary third-order IM3 sub-band DPD solution, proposed by the authors in [18], [19], in two ways. First, the third-order IM3 sub-band DPD is extended to incorporate higher-order processing based on explicit modeling of the higher-order spurious components at the IM3 sub-band. This will enhance the IM3 spurious emission suppression considerably. Furthermore, we also extend the sub-band DPD solution to include higher-order sub-bands, i.e., IM5, IM7, etc., thus offering more flexibility and linearization capabilities beyond the basic IM3 sub-band. All the proposed solutions are derived for wideband nonlinear PAs with memory. Furthermore, we also formulate novel decorrelation-based parameter estimation methods, covering both sample-adaptive and block-adaptive learning rules, to efficiently identify the needed DPD parameters with low complexity. The proposed learning solutions are also shown to offer better performance than the earlier proposed third-order or fifth-order inverse based methods. We also provide comprehensive simulation and RF measurement results, using a commercial LTE-Advanced mobile PA, to evaluate and validate the effectiveness of the proposed solutions in real world scenarios.

The rest of this article is organized as follows: Section II presents the mathematical modeling of the different considered spurious components at different sub-bands, produced by a nonlinear PA with memory. Stemming from this modeling, also the corresponding core processing principles of the proposed DPD solutions at different sub-bands are formulated. Then, Section III presents the proposed DPD parameter learning solutions, covering both sample-adaptive and block-adaptive decorrelation solutions at different sub-bands. Section IV addresses then different implementation alternatives of the proposed sub-band DPD concept, and also analyzes the computing complexity of the sub-band DPD in terms of the number of floating point operations together with some hardware complexity aspects. Finally, Sections V and VI report comprehensive simulation and RF measurement results, evidencing excellent spurious emission suppression in different realistic scenarios.

II. SPURIOUS COMPONENT MODELING AND PROPOSED SUB-BAND DPD PROCESSING

In this manuscript, we assume a practical case of non-contiguous carrier aggregation with two component carriers. When such noncontiguous dual-carrier signal is applied at the PA input, the PA nonlinearity leads to intermodulation distortion at different sub-bands, as shown in Fig. 1. Assuming a CC separation of \( \Delta f \), in addition to the spectral regrowth around the main carriers, intermodulation between the two CCs yields strong IMD at integer multiples of \( \Delta f \) from the main CCs. In this article, we refer to the intermodulation (IM) sub-bands located at \( \pm \Delta f \) from the main CCs as the IM3 sub-bands. Similarly, the IM5 sub-bands are located at \( \pm 2\Delta f \) from the main CCs, and so on. In general, each IM sub-band
includes nonlinear distortion components of different orders as shown in Fig. 1. For example, in the case of a seventh-order PA nonlinearity, the IM3 sub-band contains third, fifth and seventh-order nonlinearities, while the IM5 sub-band contains fifth and seventh-order components.

In this section, we start with the fundamental modeling of the nonlinear distortion at the IM3 sub-band as a concrete example. Stemming from that modeling, we then formulate the basic processing of the proposed IM3 sub-band DPD. After that, the modeling is extended to cover the nonlinear distortion components at the higher-order IM sub-bands, followed by the corresponding higher-order sub-band DPD processing. The parameter estimation and learning algorithms for the proposed sub-band DPD structures are then presented in details in Section III. In all the modeling and developments, we adopt the widely-used wideband Parallel Hammerstein (PH) PA model [20] to describe the fundamental nonlinear behavior of the PA, as it has been shown to model accurately the measured nonlinear behavior of different classes of true PAs.

A. Spurious Component Modeling at IM3 Sub-bands

The modeling is carried out at composite baseband equivalent level, where the two component carriers are assumed to be separated by $2f_{IF}$. The composite baseband equivalent input and output signals of the $P^{th}$ order Parallel Hammerstein PA model, with monomial nonlinearities and FIR branch filters, respectively, read

$$x(n) = x_1(n)e^{j2\pi \frac{f_{IF}}{2} n} + x_2(n)e^{-j2\pi \frac{f_{IF}}{2} n},$$

$$(1)$$

$$y(n) = \sum_{p=1}^{P} f_{p,n} * |x(n)|^{p-1} x(n),$$

$$(2)$$

where $x_1(n)$ and $x_2(n)$ are the baseband component carrier signals, $f_{p,n}$ denotes the PH branch filter impulse responses of order $p$, and $*$ is the convolution operator. Intermodulation between the two component carriers leads to the appearance of IMD components at $\pm 3f_{IF}$, $\pm 5f_{IF}$, etc., as shown in Fig. 1 for the corresponding RF spectrum.

As a concrete example, let us analyze the IMD at $\pm 3f_{IF}$. Direct substitution of (1) in (2) allows extracting the baseband equivalent distortion terms at the IM3 sub-bands, which, through straight-forward manipulations, yields

$$y_{IM3,\pm}(n) = \sum_{p=3}^{7} f_{3\pm,p,n} * u_{3\pm,p}(n).$$

$$(3)$$

Here, $f_{3\pm,p,n}$ denote the baseband equivalent impulse responses corresponding to the wideband PH PA model filters $f_{p,n}$, evaluated at the IM3$\pm$ sub-bands, formally defined as

$$f_{3\pm,p,n} = LPF\{e^{j2\pi \frac{3f_{IF}}{2} n} f_{p,n}\},$$

$$(4)$$

with $LPF\{\}$ denoting an ideal low pass filtering operation with a passband width $P$ times the bandwidth of the wider CC. Furthermore, $u_{3+,p}(n)$ and $u_{3-,p}(n)$ in (3) are the corresponding $p^{th}$ order static nonlinear (SNL) basis functions, related to the nonlinear distortion at the IM3+ and IM3- sub-bands, respectively. Assuming then an 11$^{th}$ order PA model (i.e. $P = 11$), as a concrete high-order example, the IM3+ sub-band basis functions read

$$u_{3+,3}(n) = x_2^3(n)x_1^2(n)$$

$$(5)$$

$$u_{3+,5}(n) = u_{3+,3}(n) \times (2|x_1(n)|^2 + 3|x_2(n)|^2)$$

$$(6)$$

$$u_{3+,7}(n) = u_{3+,3}(n) \times (3|x_1(n)|^4 + 6|x_2(n)|^4 + 12|x_1(n)|^2|x_2(n)|^2)$$

$$(7)$$

$$u_{3+,9}(n) = u_{3+,3}(n) \times (4|x_1(n)|^6 + 10|x_2(n)|^6 + 30|x_1(n)|^4|x_2(n)|^2 + 40|x_1(n)|^2|x_2(n)|^4)$$

$$(8)$$

$$u_{3+,11}(n) = u_{3+,3}(n) \times (5|x_1(n)|^8 + 15|x_2(n)|^8 + 60|x_1(n)|^6|x_2(n)|^2 + 100|x_1(n)|^4|x_2(n)|^4 + 150|x_1(n)|^2|x_2(n)|^6).$$

$$(9)$$

The corresponding basis functions for the IM3- sub-band, i.e., $u_{3-,p}(n)$, can be obtained by simply interchanging $x_1(n)$ and $x_2(n)$ in the above expressions. Next, these behavioral modeling results are utilized to formulate the proposed IM3 sub-band DPD concept, specifically tailored to suppress the distortion at the IM3 sub-band.

B. Proposed IM3 Sub-band DPD Principle

For presentation purposes, we focus here on suppressing the spurious emissions at the IM3+ sub-band, while the corresponding emissions at the IM3- sub-band can also be easily mitigated using a very similar structure with minor changes.
as will be elaborated later in Section II-C. The key idea of the sub-band DPD concept is to inject a proper additional low-power cancellation signal, with structural similarity to (3) and located at \(+3f_{1F}\), into the PA input, such that the level of the IM3+ term at the PA output is reduced. Now, stemming from the IMD structure in (3), an appropriate digital injection signal can be obtained by adopting the IM3+ basis functions \(u_{3+,p}(n)\) in (5)-(9), combined with proper filtering using a bank of sub-band DPD filters \(\alpha_{3+,p,n}\). Incorporating such sub-band DPD processing with polynomial order \(Q\), the composite baseband equivalent PA input signal reads

\[
\hat{x}(n) = x(n) + \sum_{p=3}^{Q} \alpha_{3+,p,n} u_{3+,p}(n) e^{j2\pi \frac{3f_{1F}}{2} n} \tag{10}
\]

Here, and in the continuation, we use \(\hat{\cdot}\) variables to indicate sub-band DPD processing and the corresponding predistorted signals. This DPD processing principle is illustrated in Fig. 2 at a conceptual level. Different implementation alternatives as well as the parameter learning and feedback receiver aspects are addressed in more details in Sections III and IV.

### C. Generalization to Higher-Order IM Sub-bands

The direct substitution of (1) in (2) leads to the appearance of spurious intermodulation terms also at higher-order IM sub-bands, in addition to the previously considered IM3 sub-bands, as illustrated already in Fig. 1. These higher-order sub-band emissions can also be harmful, since they can violate the emission limits, cause own receiver desensitization, or both. Thus, developing a sub-band DPD solution that can tackle also the distortion at these higher-order IM sub-bands with feasible complexity is important. Similar to the above IM3+ sub-band developments, we next extract the IMD terms at the higher-order IM sub-bands. The baseband equivalent IMD terms at the IM5+, IM7+, IM9+, and IM11+ sub-bands, as concrete examples, can be extracted using (1) and (2), interpreted at proper sub-bands, yielding

\[
y_{1M5+}(n) = \sum_{p=5}^{P} f_{5+,p,n} u_{5+,p}(n) \tag{11}
\]

\[
y_{1M7+}(n) = \sum_{p=7}^{P} f_{7+,p,n} u_{7+,p}(n) \tag{12}
\]

\[
y_{1M9+}(n) = \sum_{p=9}^{P} f_{9+,p,n} u_{9+,p}(n) \tag{13}
\]

\[
y_{1M11+}(n) = \sum_{p=11}^{P} f_{11+,p,n} u_{11+,p}(n). \tag{14}
\]

The corresponding baseband equivalent IMD terms at the negative IM sub-bands can be obtained by simply interchanging \(x_1(n)\) and \(x_2(n)\) in (15)-(24).

In the above models, \(f_{5+,p,n}, f_{7+,p,n}, f_{9+,p,n}, \) and \(f_{11+,p,n}\) denote the baseband equivalent impulse responses corresponding to the wideband PA model filters \(f_{p,n}\) in (2), evaluated at the IM5+, IM7+, IM9+, and IM11+ sub-bands, respectively. These are formally obtained similar to (4) but replacing \(3f_{1F}\) with either \(5f_{1F}, 7f_{1F}, 9f_{1F}, \) or \(11f_{1F}\), respectively. The \(p^{th}\) order basis functions at the these higher-order IM sub-bands, denoted by \(u_{5+,p}(n), u_{7+,p}(n), u_{9+,p}(n),\) and \(u_{11+,p}(n),\) and assuming again an \(11^{th}\) order PH PA model, read

\[
u_{5+,5}(n) = (x_2(n)^2)x_1(n)^3 \tag{15}
\]

\[
u_{5+,7}(n) = u_{5+,5}(n)(4|x_2(n)|^2 + 3|x_1(n)|^2) \tag{16}
\]

\[
u_{5+,9}(n) = u_{5+,5}(n)(10|x_2(n)|^4 + 6|x_1(n)|^4 + 20|x_1(n)|^6|x_2(n)|^2) \tag{17}
\]

\[
u_{5+,11}(n) = u_{5+,5}(n)(20|x_2(n)|^6 + 10|x_1(n)|^6 + 75|x_2(n)|^4|x_1(n)|^2 + 60|x_2(n)|^2|x_1(n)|^4) \tag{18}
\]

\[
u_{7+,7}(n) = (x_2(n)^2)x_1(n)^4 \tag{19}
\]

\[
u_{7+,9}(n) = u_{7+,7}(n)(5|x_2(n)|^2 + 4|x_1(n)|^2) \tag{20}
\]

\[
u_{7+,11}(n) = u_{7+,7}(n)(15|x_2(n)|^4 + 10|x_1(n)|^4 + 30|x_2(n)|^2|x_1(n)|^2) \tag{21}
\]

\[
u_{9+,9}(n) = (x_2(n)^2)x_1(n)^5 \tag{22}
\]

\[
u_{9+,11}(n) = u_{9+,9}(n)(6|x_2(n)|^2 + 5|x_1(n)|^2) \tag{23}
\]

\[
u_{11+,11}(n) = (x_2(n)^2)^3x_1(n)^6. \tag{24}
\]
\[
\ddot{x}(n) = x(n) + \sum_{p=3, p \text{ odd}}^{Q} \alpha_{3+, p, n} u_{3+, p}(n) e^{j 2 \pi 3 f IF / f_s n} + \sum_{p=5, p \text{ odd}}^{Q} \alpha_{5+, p, n} u_{5+, p}(n) e^{j 2 \pi 5 f IF / f_s n} + \sum_{p=7, p \text{ odd}}^{Q} \alpha_{7+, p, n} u_{7+, p}(n) e^{j 2 \pi 7 f IF / f_s n} \tag{25}
\]

In general, the achievable suppression of the distortion at different IM sub-bands depends directly on the selection and optimization of the different filters \( \alpha_{3+, p, n}, \alpha_{5+, p, n}, \alpha_{7+, p, n} \), and so on. This is addressed in detail in the next section.

III. SUB-BAND DPD PARAMETER LEARNING USING THE DECORRELATION PRINCIPLE

In this section, based on the previous spurious component modeling and the proposed sub-band DPD principle, we formulate computing feasible and highly efficient estimation algorithms for learning and optimizing the sub-band DPD filter coefficients such that the spurious emissions are minimized at the considered IM sub-bands. We start by deriving some analytical reference solutions, taking the third-order IM sub-band DPD as a simple and tractable example, in order to demonstrate that minimizing the IM3 power is essentially identical to decorrelating the IM3 observation against the adopted sub-band DPD basis functions. Then, both sample-adaptive and block-adaptive decorrelation based learning rules are devised, covering the general cases of higher-order processing with memory at IM3 and higher-order IM sub-bands.

A. Analytical Reference Solutions

In this subsection, we derive three analytical reference solutions for calculating the IM3 sub-band DPD coefficients. The considered approaches are the third-order inverse solution, also adopted in [15], the IM3 power minimization solution, and the analytical IM3 decorrelation-based solution. To keep the analytical developments simple and tractable, we consider a simplified case with a third-order memoryless IM3+ sub-band DPD and a third-order memoryless PA. The actual sample-adaptive and block-adaptive decorrelation based learning solutions, devised later in this section, are formulated for the general cases of higher-order processing with memory.

Now, starting with the dual carrier signal in (1), and limiting the study to the simplified case of a third-order memoryless IM3+ sub-band DPD and a third-order memoryless PA, the basic signal models are given by (26)-(30).

\[
y(n) = f_1 x(n) + f_3 |x(n)|^2 x(n), \tag{26}
\]

\[
u(n) = x_2^2(n) \tag{27}
\]

\[
y_{IM3+}(n) = f_3 u(n), \tag{28}
\]

\[
\ddot{x}(n) = x(n) + \alpha u(n) e^{j 2 \pi 3 f IF / f_s n}, \tag{29}
\]

\[
\ddot{y}_{IM3+}(n) = (f_3 + f_1 \alpha) u(n) + 2 f_3 \alpha |x_1(n)|^2 + |x_2(n)|^2) u(n) + f_3 |\alpha| |x_1(n)|^2 |x_2(n)|^2 u(n). \tag{30}
\]

Here, \( f_3 \) and \( f_1 \) are the memoryless PA model parameters, \( \alpha \) denotes the memoryless sub-band DPD parameter to be optimized, while \( y_{IM3+}(n) \) and \( \ddot{y}_{IM3+}(n) \) refer to the baseband equivalent PA output at the positive IM3 sub-band without and with sub-band DPD, respectively.

Now, as (30) clearly shows, the IM3 sub-band distortion at the PA output, with DPD adopted, depends directly on, and can thus be controlled by, the DPD coefficient \( \alpha \). In the well-known third-order inverse solution, the DPD parameter \( \alpha \) is selected such that the third-order term in (30) is canceled, i.e., \( f_3 + f_1 \alpha = 0 \). The corresponding solution, denoted by \( \alpha_{inv} \), thus reads

\[
\alpha_{inv} = -\frac{f_1}{f_3}. \tag{31}
\]

However, this will not remove all the distortion, because higher-order terms will be created due to the predistortion, as shown in (30).

A more elaborate method for selecting the DPD parameter \( \alpha \) is the one that minimizes the power of the total IM3 sub-band signal, \( \ddot{y}_{IM3+}(n) \), referred to as the minimum IM3 power or minimum mean-squared error (MMSE) solution in the continuation. For notational convenience, we define the so-called error signal as \( e(n) = \ddot{y}_{IM3+}(n) \), as with ideal predistortion the IM3 sub-band signal would be zero, and thus the optimization means minimizing the power of this error signal. The detailed derivation of the optimum DPD parameter which minimizes the mean squared error \( E[|e(n)|^2] \) is given in Appendix A, yielding

\[
\alpha_{MMSE} = -\frac{[f_1 f_3 E_{e42} + 2 |f_3|^2 (E_{e62} + E_{e44})]^*}{[f_1 |E_{e42}| + 4 R(f_1 f_3^*) (E_{e62} + E_{e44}) + 4 |f_3|^2 (E_{e46} + 2 E_{e64} + E_{e62})]^*}. \tag{32}
\]

where \( E_{ij} \) refers to the products of the CC signals’ higher-order moments of the form \( E[|x_1|^i] E[|x_2|^j] \), while \( E[.] \) denotes the statistical expectation operator.

As will be shown with concrete examples in Section V, this MMSE solution provides better linearization performance compared to the third-order inverse solution. However, as shown in (32), the analytical MMSE solution requires the knowledge of various higher-order moments of the CC signals. Furthermore, the above solution is valid only in the case of a memoryless third-order nonlinear system, beyond which obtaining an analytical expression for the DPD coefficients becomes overly tedious. Thus, to relax these constraints, an alternative solution, based on minimizing the correlation between the IM3 sub-band observation and the third-order basis function \( u(n) = x_2^2(n) \) was initially discussed in [18], and will be extended to higher nonlinearity orders and higher-order IM sub-bands in this paper. The analytical reference solution for the decorrelation-based sub-band DPD structure is obtained by setting the correlation between the error signal, \( e(n) \), and the third-order basis function, \( u(n) = x_2^2(n) \), to zero, i.e., \( E[e(n) u^*(n)] = 0 \). Then, through straightforward algebraic manipulations, the decorrelation-based DPD coefficient, denoted by \( \alpha_e \), can be shown to read
\[ \alpha_o = \frac{-f_3}{f_1 + 2f_3(\sigma_{\epsilon_{11}}^2 + \sigma_{\epsilon_{22}}^2)} . \]  

Assuming then, for simplicity, that the CC baseband equivalents are complex Gaussians, (33) simplifies to

\[ \alpha_o = \frac{-f_3}{f_1 + 2f_3(\sigma_{\epsilon_{11}}^2 + 2\sigma_{\epsilon_{22}}^2)} , \]  

where \( \sigma_{\epsilon_{11}}^2 = E[|x_1|^2] \) and \( \sigma_{\epsilon_{22}}^2 = E[|x_2|^2] \) are the variances of the two CCs [18].

A clear advantage of the decorrelation-based approach compared to the earlier MMSE solution lies in the simple and straightforward adaptive filtering based practical computing solutions, sketched initially in [18] for simple third-order processing at IM3, which do not require any prior knowledge about signal moments or any other parameters. Furthermore, opposed to the MMSE solution, the decorrelation based approach can be easily extended to include higher-order nonlinearities and memory effects, at both the IM3 sub-band as well as the other higher-order IM sub-bands, as will be described in details in the next subsection.

**B. Sample-Adaptive Decorrelation-based Learning**

In the previous subsection, we established the analytical reference solution for the decorrelation-based sub-band DPD parameter optimization, in the simple case of third-order IM3 sub-band DPD without memory. In this subsection, we provide the actual sample-adaptive learning rules for both IM3 and higher-order IM sub-band DPD structures with memory, whose basic operating principles were described in Section II. To facilitate the learning, we assume a feedback or observation receiver measuring the particular IM sub-band whose sub-band DPD filter coefficients are currently under learning. Notice that opposed to classical wideband DPD principles, where a wideband observation receiver is typically needed, a more narrowband receiver is sufficient since only the particular IM sub-band is observed. As both the IM3 and the higher-order IM sub-band DPDs are based on multiple strongly correlated basis functions, given in (5)-(9) and (15)-(24), respectively, we start by introducing a basis function orthogonalization procedure, after which the actual proposed adaptive decorrelation algorithms are described.

1) **Basis Function Orthogonalization:** When a nonlinearity order higher than the IM sub-band order is considered, multiple basis functions are adopted in the sub-band DPD processing, as described in Section II. Taking as an example the IM3+ sub-band, the SNL basis functions \( \mathbf{u}_{3+,p}(n) \), \( p = 1,3,\ldots,Q \), given in (5)-(9), are highly correlated. This can negatively impact the convergence and stability of the adaptive decorrelation-based learning. Therefore, the SNL basis functions are first orthogonalized [21], which yields a new set of DPD basis functions \( \mathbf{s}_{3+,p}(n) \), \( p = 1,3,\ldots,Q \), written formally at sample level as

\[ \mathbf{s}_{3+}(n) = \mathbf{Wu}_{3+}(n) , \]  

where

\[ \mathbf{u}_{3+}(n) = [u_{3+,3}(n) u_{3+,5}(n) \ldots u_{3+,Q}(n)]^T , \]  

\[ \mathbf{s}_{3+}(n) = [s_{3+,3}(n) s_{3+,5}(n) \ldots s_{3+,Q}(n)]^T , \]  

\[ \mathbf{W} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ w_{5,3} & w_{5,5} & 0 & 0 & 0 \\ w_{7,3} & w_{7,5} & w_{7,7} & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ w_{Q,3} & w_{Q,5} & w_{Q,7} & \cdots & w_{Q,Q} \end{bmatrix} . \]  

The lower triangular matrix \( \mathbf{W} \) can be obtained, e.g., through Gram-Schmidt orthogonalization, QR or singular value decomposition, or using a lower complexity iterative orthogonalization algorithm [22].

Similarly, the SNL basis functions in (15)-(24) corresponding to the higher-order IM sub-bands are also orthogonalized, to obtain new sets of orthogonal basis functions \( \mathbf{s}_{5+}(n) \), \( \mathbf{s}_{7+}(n) \), etc.

2) **Adaptive Learning for IM3 Sub-band:** We now present the actual sample-adaptive decorrelation based learning algorithm for the IM3+ sub-band DPD coefficients. For notational convenience, we introduce the following vectors

\[ \mathbf{\alpha}_{3+,l}(n) = [\alpha_{3+,3,l}(n) \alpha_{3+,5,l}(n) \cdots \alpha_{3+,Q,l}(n)]^T , \]  

\[ \mathbf{\alpha}_{3+}(n) = [\alpha_{3+,0}(n)^T \alpha_{3+,1}(n)^T \cdots \alpha_{3+,Q}(n)^T]^T , \]  

\[ \mathbf{\bar{s}}_{3+}(n) = [\mathbf{s}_{3+}(n)^T \mathbf{s}_{3+}(n-1)^T \ldots \mathbf{s}_{3+}(n-N)^T]^T , \]  

where now \( \alpha_{3+,l+p}(n) \) denotes the \( l \)th adaptive filter coefficient of the \( p \)th order orthogonalized IM3+ basis function \( \mathbf{s}_{3+,p}(n) \) at time index \( n \), and \( N \) denotes the adaptive filter memory depth. Furthermore, the vectors \( \mathbf{\alpha}_{3+}(n) \) and \( \mathbf{\bar{s}}_{3+}(n) \) incorporate all the coefficients and basis function samples up to polynomial order \( Q \). Adopting this notation, the instantaneous sample of the composite baseband equivalent PA input signal \( \tilde{x}(n) \) now reads

\[ \tilde{x}(n) = x(n) + \mathbf{\bar{x}}_{3+}(n)e^{j2\pi f_{IM3+}n} , \]  

where the instantaneous sample of the baseband equivalent IM3+ injection signal \( \mathbf{\bar{x}}_{3+}(n) \) reads

\[ \mathbf{\bar{x}}_{3+}(n) = \mathbf{\alpha}_{3+}(n)^H \mathbf{\bar{s}}_{3+}(n) . \]  

Then, in order to adaptively update the filter coefficients \( \mathbf{\alpha}_{3+}(n) \), the IM3+ sub-band is observed with the feedback receiver, and the coefficient is updated as

\[ \mathbf{\alpha}_{3+}(n + 1) = \mathbf{\alpha}_{3+}(n) - \frac{\mu}{\|\mathbf{\bar{s}}_{3+}(n)\|^2 + C} \mathbf{\bar{s}}_{3+}(n)e_3^*(n) , \]  

where \( e_3^*(n) = \tilde{y}_{IM3+}(n) \) denotes the baseband equivalent observation of the PA output at the IM3+ sub-band with the current DPD coefficients. The scaling factor \( \|\mathbf{\bar{s}}_{3+}(n)\|^2 + C \) normalizing the learning step-size \( \mu \) in (44) is philosophically similar to that of the Normalized Least Mean Square (NLMS) algorithm, in effect making the learning characteristics more robust against the input data dynamics.

The proposed coefficient update in (44) is seeking to decouple the IM3+ observation and the adopted orthogonalized basis functions. This type of learning algorithm can also
be interpreted as a stochastic Newton root search in the objective function $J(\alpha_{3+}) = E[\hat{x}_{3+}(n)e^{*}_{3+}(n)]$, where the target is to search for the DPD coefficients $\alpha_{3+}$ that minimize the ensemble correlation between $e_{3+}(n)$ and the baseband equivalent of the IM3+ injection signal $\tilde{x}_{3+}(n)$ in (43). The overall processing flow is graphically illustrated in Fig. 3.

3) Adaptive Learning for Higher-Order IM Sub-bands: We now extend the decorrelation-based learning to higher-order IM sub-bands. First, adopting vector-based notations again, we introduce the following vectors for notational convenience

$$\alpha_{5+,l}(n) = [\alpha_{5+,5,l}(n) \alpha_{5+,7,l}(n) ... \alpha_{5+,Q,l}(n)]^T,$$  (45)
$$\alpha_{7+,l}(n) = [\alpha_{7+,5,l}(n) \alpha_{7+,7,l}(n) ... \alpha_{7+,Q,l}(n)]^T,$$  (46)
$$\alpha_{5+}(n) = [\alpha_{5+,5}(n)^T \alpha_{5+,7}(n)^T ... \alpha_{5+,Q}(n)^T]^T,$$  (47)
$$\alpha_{7+}(n) = [\alpha_{7+,5}(n)^T \alpha_{7+,7}(n)^T ... \alpha_{7+,Q}(n)^T]^T,$$  (48)
$$s_{5+}(n) = [s_{5+,5}(n) s_{5+,7}(n) ... s_{5+,Q}(n)]^T,$$  (49)
$$s_{7+}(n) = [s_{7+,5}(n) s_{7+,7}(n) ... s_{7+,Q}(n)]^T,$$  (50)
$$\hat{s}_{5+}(n) = [s_{5+,5}(n)^T s_{5+,7}(n)^T ... s_{5+,Q}(n)^T]^T,$$  (51)
$$\hat{s}_{7+}(n) = [s_{7+,5}(n)^T s_{7+,7}(n)^T ... s_{7+,Q}(n)^T]^T.$$  (52)

Then, similar to $\tilde{x}_{3+}(n)$ in (43), the baseband equivalents of the IM5+ and IM7+ sub-band DPD injection signals, denoted by $\tilde{x}_{5+}(n)$ and $\tilde{x}_{7+}(n)$, respectively, read

$$\tilde{x}_{5+}(n) = \alpha_{5+}(n)Hs_{5+}(n), \quad \tilde{x}_{7+}(n) = \alpha_{7+}(n)Hs_{7+}(n).$$  (53)

Thus, the composite baseband equivalent PA input signal when the IM3+, IM5+, and IM7+ sub-band DPDs are all included, reads

$$\tilde{x}(n) = x(n) + \tilde{x}_{3+}(n)e^{j2\pi f_{s}\Delta f_{L}L_{n}} + \tilde{x}_{5+}(n)e^{j2\pi f_{s}\Delta f_{L}L_{n}} + \tilde{x}_{7+}(n)e^{j2\pi f_{s}\Delta f_{L}L_{n}}.$$  (54)

Then, similar to the IM3+ coefficient update in (44), the higher-order IM5+ and IM7+ coefficient updates read

$$\alpha_{5+}(n + 1) = \alpha_{5+}(n) - \frac{\mu}{||\hat{s}_{5+}(n)||^2 + C} \hat{s}_{5+}(n)e_{5+}^*(n),$$  (55)
$$\alpha_{7+}(n + 1) = \alpha_{7+}(n) - \frac{\mu}{||\hat{s}_{7+}(n)||^2 + C} \hat{s}_{7+}(n)e_{7+}^*(n),$$  (56)

where $e_{5+}(n) = \tilde{y}_{IM5+}(n)$ and $e_{7+}(n) = \tilde{y}_{IM7+}(n)$ denote the baseband equivalents of the PA output at the IM5+ and IM7+ sub-bands, with the corresponding sub-band DPDs included adopting the current coefficients, $\alpha_{5+}(n)$ and $\alpha_{7+}(n)$, respectively. From the learning perspective, observing a single IM sub-band at a time is the most obvious alternative, which means that the learning for multiple sub-band DPDs happens one at a time. Furthermore, extending the decorrelation-based learning for the negative IM sub-bands is straight-forward. This can be obtained by interchanging $x_{1}(n)$ and $x_{2}(n)$ in the SNL basis functions expressions, and observing the PA output at the corresponding negative IM sub-bands.

C. Block-Adaptive Decorrelation-based Learning

As Fig. 3 illustrates, the previous sample-adaptive decorrelation-based learning concept is in principle a closed-loop learning concept, where at each processing block, a number of samples are collected and the estimated coefficients are always based on the entire block. However, it is not practical to implement this in real-time applications as the time delay can be substantial. To overcome this, a block-adaptive learning concept is proposed that updates the coefficients every $m$ samples. In this case, the block size $m$ must be chosen such that the learning for the different IM sub-bands is synchronized, which is typically achieved by requiring $m$ to be a multiple of the baseband sample rate.

Then, similar to the block diagram in Fig. 3, the block diagram for the block-adaptive learning is shown in Fig. 4. The DPD parameters estimated in the current estimation block $m$ are applied in the sub-band DPD main path processing during the next block.

![Figure 3: Detailed block diagram of the sample-adaptive decorrelation-based IM3+ sub-band DPD with higher-order nonlinearities and memory.](image)

![Figure 4: Block-adaptive DPD learning concept.](image)
loop feedback system with nonlinear adaptive processing inside the loop. During the DPD learning phase, and under the potential hardware processing and latency constraints, the DPD parameter convergence and consequently the DPD linearization performance can be affected, especially if the learning loop delay becomes large. Stemming from this, an alternative and new block-adaptive decorrelation-based learning solution is developed next.

The proposed block-adaptive learning rule implies defining two distinct blocks in the processing, as illustrated in Fig. 4. A single update cycle of the learning algorithm will utilize $M$ samples whereas the DPD parameter update interval is $L$ samples, with $M \leq L$. Thus, by proper choice of $M$ and $L$, arbitrarily long loop delays can in principle be tolerated, facilitating stable operation under various hardware and software processing latency constraints.

Now, assuming an estimation block size of $M$ samples and DPD filter memory depth of $N$ per each of the IM3+ orthogonalized basis functions, the following vectors and matrices, $\alpha$.

$$s_{i+}(m) = [s_{i+3}(m) \ldots s_{i+Q}(m)]^T,$$

$$s_{i+1}(m) = [s_{i+3}(m)^T \ldots s_{i+Q}(m)^T]^T,$$

$$S_{i+1}(m) = [s_{i+3}(m) \ldots s_{i+Q}(m)],$$

$$\alpha_{i+1}(m) = [\alpha_{i+3,m}(m) \ldots \alpha_{i+Q,1}(m)^T]^T,$$

$$\alpha_{i+1}(m) = [\alpha_{i+3,0}(m)^T \ldots \alpha_{i+Q,N}(m)^T]^T.$$  

Here, the index of the first sample of block $m$ is denoted by $n_m$. The block-adaptive IM3+ sub-band DPD coefficient update then reads

$$e_{i+1}(m) = \begin{bmatrix} y_{iM3+}(m) \ldots y_{iM3+}(m + M - 1) \end{bmatrix}^T,$$

$$\alpha_{i+1}(m + 1) = \alpha_{i+1}(m) - \frac{\mu}{||S_{i+1}(m)||^2 + C} S_{i+1}(m)e_{i+1}^*(m),$$

where $e_{i+1}^*(m)$ refers to the element-wise conjugated error signal vector, while $S_{i+1}(m)$ denotes the filter input data matrix, all within the processing block $m$. The obtained new DPD coefficients $\alpha_{i+1}(m + 1)$ are then applied on the next block of $L$ samples as illustrated in Fig. 4. While the above presentation describes the block-adaptive learning only at the IM3+ sub-band, extending the principle to higher-order IM sub-bands is straightforward, and thus not explicitly shown.

IV. IMPLEMENTATION ASPECTS AND COMPLEXITY ANALYSIS

One of the main advantages of the proposed decorrelation-based sub-band DPD technique is its reduced complexity compared to the classical full-band DPD processing, especially in scenarios where the CCs are widely spaced and thus very high speed ADCs and DACs are required in the classical solutions. In this section, we first address some implementation aspects of the proposed sub-band DPD concept. We then provide a thorough comparison of the computing and hardware complexity perspectives between the full-band and the proposed sub-band DPDs. Finally, some system power efficiency considerations are also presented, with particular focus on low-cost mobile devices.

A. Sub-band DPD Implementation Alternatives

Fig. 5 shows two alternative architectures of the overall sub-band DPD processing with multiple IM sub-bands. The first architecture shown in Fig. 5(a) adds an upsampling and digital IF upconversion block after each sub-band DPD stage in order to digitally place the generated injection signals at proper intermediate frequencies. After adding the sub-band DPD outputs in the digital domain, a single wideband DAC per I and Q branch is used after which the signal is upconverted to RF and amplified by the PA.

The second architecture in Fig. 5(b) adds the outputs of the sub-band DPDs in the analog domain, implying that each sub-band DPD is followed by a narrow-band DAC per I and Q branch, together with an analog complex IF upconversion. A common I/Q RF modulator is then used for all sub-bands prior to the PA module.

Both of these two architectures have their advantages and disadvantages. In particular, if the carrier spacing between the
component carriers is not very large, architecture I can be more suitable. However, when the carrier spacing starts to increase more and more, using a single wideband DAC may not be efficient from a cost and power consumption perspective, so in this case architecture II can be more suitable.

A common advantage of both architectures is that each sub-band DPD block can be switched on or off according to the prevailing emission levels and limits at the considered sub-bands. Such flexibility is not available in the classical full-band DPD solutions since, by design, a full-band predistorter always tries to linearize the full composite transmit band. With the sub-band DPD concept, the linearization can be flexibly tailored and optimized to those frequencies which are the most critical from the emission limits perspective.

B. Sub-band versus Full-band DPD Running Complexity

In general, the computational complexity of any DPD can be classified into three main parts [20]: identification complexity, adaptation complexity and running complexity. The identification part is basically the estimation complexity of the DPD parameters, while the adaptation complexity includes the required processing in order to adapt to new operating conditions or device aging. Finally, the running complexity, which is the most critical especially for mobile-type devices, involves the number of computations done per second while the DPD is operating. In this subsection, we will focus on the DPD running complexity in details, while the DPD parameter identification and feedback receiver complexity perspectives are shortly discussed in section IV-C. For a quantitative comparison of the running complexities, we shall use the number of floating point operations (FLOPs) per sample, the number of DPD coefficients, and the required sample rate in the predistortion path as the main quantitative metrics.

In general, the running complexity is divided into two main parts: the first is the basis function generation, and the second is the actual predistortion filtering using the basis functions [20]. The number of FLOPs required to perform these two operations is shown in Table I for ninth-order sub-band and full-band DPDs, respectively, where $N_1$ and $N_2$ are the corresponding memory depths per adopted basis function. The full-band DPD architecture that we use also in our comparative performance simulations in Section V, and which is also widely applied otherwise, is based on the PH architecture with ninth order nonlinearity, while the sub-band DPD is based on architecture II shown in Fig. 5(b). Frequency selectivity of the nonlinear PA is another important factor to be considered when comparing the two DPD architectures. This implies that when memory effects of the PA are considered, substantially longer filters are needed for the full-band DPD compared to the sub-band DPD for a certain performance requirement. In the complexity analysis, in the sub-band DPD case, we thus assume a memory depth of 1 per basis function, while a memory depth of 3 is assumed for the full-band PH DPD per basis function.

In general, a substantial reduction in the needed sample rates can be achieved when adopting the sub-band DPD. As a concrete example, if we consider a challenging LTE-A UL scenario of two 1 MHz CCs with 20 MHz carrier spacing, the required sample rate by the full-band DPD is $9 \times (20 + 1) = 189 \text{MSPS}$, while for the sub-band DPD it becomes $9 \times 1 = 9 \text{MSPS}$. Consequently, as shown in Table I, a huge reduction in the number of FLOPs per second (FLOPS) can be achieved using the sub-band DPD. Furthermore, the processing complexity of the sub-band DPD solution is clearly feasible for modern mobile device processing platforms, in terms of the GFLOPS count, while that of the classical fullband DPD is clearly infeasible.

C. Feedback Receiver and Parameter Estimation Complexity

In addition to the complexity reduction in the DPD main processing path, the complexity of the feedback or observation receiver, used for DPD parameter estimation and adaptation, is also greatly reduced. In order to estimate, e.g., the parameters of the IM3+ sub-band DPD, we only need to observe the IM3+ sub-band at the PA output, instead of observing the full-band (including all the IM sub-bands) which is the case in the full-band DPD. This reduces the cost, complexity and power consumption in the feedback path allowing use of simpler instrumentation, in particular the ADC. Moreover, only a single observation receiver is required, even if linearizing multiple sub-bands, since the parameter learning and corresponding observation of the PA output can be done sequentially, in a per sub-band manner. Finally, in terms of the parameter estimation algorithmic complexity, the proposed decorrelation based solutions are extremely simple, when compared to any classical full-band DPD related method, such as least-squares based parameter fitting and indirect learning architecture [9] that are commonly adopted.

D. Overall Transmitter Power Efficiency Perspectives

When a DPD is adopted, a less linear but more efficient PA, that can operate near its saturation region, can generally be used. However, the overall power efficiency of the device is only improved if the extra power consumed by the DPD stage is less than the power savings due to increased PA efficiency. Here, we address this aspect from a mobile device perspective.

<table>
<thead>
<tr>
<th>Basis Function Generation FLOPs</th>
<th>Sub-band DPD</th>
<th>Full-band DPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>IM3+/+ Sub-band</td>
<td>37</td>
<td>11</td>
</tr>
<tr>
<td>IM5+/+ Sub-band</td>
<td>40</td>
<td>11</td>
</tr>
<tr>
<td>IM7+/+ Sub-band</td>
<td>45</td>
<td>11</td>
</tr>
<tr>
<td>IM9+/+ Sub-band</td>
<td>48</td>
<td>11</td>
</tr>
<tr>
<td>DPD Filtering FLOPs</td>
<td>32($N_1+1$) - 2</td>
<td>40($N_2+1$) - 2</td>
</tr>
<tr>
<td>Total Number of FLOPs</td>
<td>32($N_1+1$) + 35</td>
<td>40($N_2+1$) + 9</td>
</tr>
<tr>
<td>GFLOPS ($N_1 = 1$, $N_2 = 3$)</td>
<td>0.891</td>
<td>31.941</td>
</tr>
</tbody>
</table>
We consider a practical scenario where the transmit power at the output of the mobile PA is +26 dBm (i.e. 400 mwatts), stemming from 3GPP LTE-Advanced requirements [2], [5], and assuming that the Tx duplexer filter and connector insertion losses are 3 dB. Then, good examples of practical PA power efficiency figures when operating in highly nonlinear or linear modes are around 35% and 20% (or even less), respectively. This means that the power consumed by the highly nonlinear PA is roughly 1150 mwatts, while the corresponding linear PA consumes roughly 2000 mwatts. In other words, adopting a highly power-efficient nonlinear PA saves 850 mwatts of power in this particular example. Then, in order to suppress the spurious emissions at the PA output, in the nonlinear PA case, we adopt the sub-band DPD solution.

In [23], a state of the art 28nm implementation of the Qualcomm Hexagon DSP capable of supporting up to 4.8 GFLOPS at 1.2 GHz is reported, which is more than enough for carrying out the needed sub-band DPD processing for the IM3 and IM5 sub-bands in our example. In the full-band DPD case, on the other hand, which requires 31.9 GFLOPS as shown in Table I, this is clearly insufficient. The power consumption of the DSP platform in [23] is shown to be approximately 100 mwatts, when running at 840 MHz (i.e., 3.36 GFLOPS assuming 4 FLOPS per cycle), which is again sufficient for linearizing the IM3 and IM5 sub-bands in our example. Thus, adopting the nonlinear PA already saves 850 milliwatts, when it comes to the PA interface, as explained above, while when complemented with the sub-band DPD processing for enhanced linearity, only 100 milliwatts of additional power is consumed. Thus, the overall power budget and power-efficiency are clearly in favor of using a highly nonlinear PA, complemented with the sub-band DPD structure, even in a mobile device with non-contiguous uplink carrier aggregation. Furthermore, if the sub-band DPD processing is implemented using a dedicated hardware solution (e.g., a digital ASIC), an even more power-efficient DPD stage can most likely be realized.

V. SIMULATION RESULTS

In this section, a quantitative performance analysis of the proposed sub-band DPD solution is presented using Matlab simulations with practical models for mobile-like PAs designed for low-cost devices. In general, we quantify the suppression of intermodulation power at the IM3 and IM5 sub-bands through the power ratios relative to the component carrier wanted signal power as shown in Fig. 1, which are defined as

\[ IM3R = 10 \log_{10} \frac{P_{\text{wanted}}}{P_{\text{IM3}}} , \quad IM5R = 10 \log_{10} \frac{P_{\text{wanted}}}{P_{\text{IM5}}} . \]

The inband transmit waveform purity is measured through the error vector magnitude (EVM), which is defined as

\[ EVM = \sqrt{\frac{P_{\text{error}}}{P_{\text{ref}}}} \times 100\% . \]

Here, \( P_{\text{error}} \) is the power of the error signal, while \( P_{\text{ref}} \) is the reference power of the ideal symbol constellation. The error signal is defined as the difference between the ideal symbol values and the corresponding synchronized and equalized samples at the PA output, both normalized to have identical linear gains.

TABLE II COMPARISON OF IM3+ SUPPRESSION AND EVM OF THIRD-ORDER INVERSE, MMSE AND DECORRELATION-BASED ANALYTICAL SUB-BAND DPD SOLUTIONS AT +23dBm PA OUTPUT POWER

<table>
<thead>
<tr>
<th>Solution</th>
<th>IM3+ [dBc]</th>
<th>EVM [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>No DPD</td>
<td>28.8342</td>
<td>1.9711</td>
</tr>
<tr>
<td>Third-order Inverse</td>
<td>41.9230</td>
<td>1.8912</td>
</tr>
<tr>
<td>Analytical Decorrelation-based</td>
<td>51.8238</td>
<td>1.8914</td>
</tr>
<tr>
<td>Analytical MMSE</td>
<td>51.8468</td>
<td>1.8917</td>
</tr>
</tbody>
</table>

A. Comparison of Analytical IM3 Sub-band DPD Solutions

In Section III-A, analytical reference expressions for the third-order inverse, minimum MSE, and decorrelation-based sub-band DPD solutions were presented. In this subsection, we shortly evaluate and compare the performance of these analytical solutions, assuming a third-order memoryless PA and known parameters, and focus only on the positive IM3 sub-band for simplicity. The memoryless PA model has been identified using a true mobile PA, with transmit power of +23dBm. The main objective is to compare the performance of these analytical solutions in terms of linearization performance, and thereon to verify that the decorrelation based solution is essentially identical to the minimum MSE solution.

The signal used in this performance evaluation is composed of two 1MHz LTE-A UL SC-FDMA CCs with QPSK data modulation, and the CC spacing is 10MHz. The obtained results shown in Table II demonstrate that the decorrelation-based solution is giving almost the same performance as the minimum MSE solution, and also that both of them are substantially better than the classical third-order inverse solution [15] in terms of the IMD suppression at the considered sub-band. It can also be seen from Table II that the EVM is essentially not affected by the sub-band DPD processing.

B. \( p^{th} \)-order Inverse vs. Decorrelation-based IM3 Sub-band DPD Solutions

Next we evaluate and compare the performance of 5th-order inverse and decorrelation-based IM3 sub-band DPD solutions. The 5th-order inverse reference solution for IM3+ sub-band is derived in Appendix B. In these simulations, the transmit waveform is again composed of two 1MHz LTE-A UL SC-FDMA component carriers with QPSK data modulation, and the CC spacing is 10MHz. The PA model, in turn, is a memoryless 5th-order model whose parameters have been identified using a true mobile PA transmitting at +23dBm. The 5th-order inverse DPD is using known parameters, while the decorrelation-based one is adopting the proposed sample-adaptive learning described in detail in Section IV.

The PA output spectra with different solutions are illustrated in Fig. 6. It can clearly be seen that the decorrelation-based sub-band DPD substantially outperforms the \( p^{th} \)-order inverse based sub-band DPD, in both third and fifth-order cases,
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[19]. Up to 40dB suppression for the IM3 spurious emissions is shown when adopting ninth-order processing, something that has not been reported before in any prior works using a practical PA with memory effects. Fig. 8 shows then how the IM3 spurious emission level changes with varying the TX power and using different sub-band DPD orders. The IM3 spurious emissions are clearly below the general spurious emission limit (-30dBm/MHz) even at very high TX powers up to +23dBm, when using a seventh-order, or higher, sub-band DPD.

Another main contribution in this paper is the extension of...
In this subsection, we compare the performance of our proposed sub-band DPD technique against that of a classical full-band DPD adopting parallel Hammerstein based wideband linearization and indirect learning architecture (ILA). The evaluation considers the linearization performance, complexity, and transmitter efficiency utilizing our earlier complexity analysis results reported in Section IV. The ninth-order full-band PH ILA DPD uses 100k samples for parameter learning, per ILA iteration, with a total of 2 ILA iterations, and the number of memory taps per PH branch is 4. The ninth-order block-adaptive sub-band DPD, in turn, uses also a total of 200k samples with block size $M = 1000$, and adopts two memory taps per DPD SNL basis function.

The results are collected in Table III, which shows that in addition to the significantly lower complexity measured by the number of GFLOPS, the sub-band DPD achieves better linearization performance in terms of spurious IMD suppression at the considered IM3 and IM5 sub-bands. The inband distortion (i.e., EVM) is also measured, where the full-band DPD approach outperforms the sub-band DPD. This is expected, since the full-band DPD linearizes the whole transmit band, including the main CCs. However, the EVM with the sub-band DPD is only around 1.25% which is clearly enough for modulations at least up to 64-QAM. Additionally, the full-band DPD based on the ILA structure requires an additional 1 to 2 dB back off which is not required in the sub-band DPD. Thus the transmitter becomes more power efficient when using the sub-band DPD as shown in Table III.

VI. RF Measurement Results

In order to further demonstrate the operation of the proposed sub-band DPD solution, we next report results of
TABLE III
COMPARISON OF QUANTITATIVE RUNNING COMPLEXITY AND LINEARIZATION PERFORMANCE OF FULL-BAND versus SUB-BAND DPD. TWO 1 MHz LTE-A UL CARRIERS WITH QPSK DATA MODULATION AND 20 MHz CARRIER SPACING IS USED.

<table>
<thead>
<tr>
<th>DPD Running Complexity</th>
<th>Transmitter Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coeffs</td>
<td>Fs [MSPS]</td>
</tr>
<tr>
<td>No DPD</td>
<td>N/A</td>
</tr>
<tr>
<td>Full-Band IIA DPD</td>
<td>20</td>
</tr>
<tr>
<td>IM3+ Sub-Band DPD</td>
<td>8</td>
</tr>
<tr>
<td>IM5+ Sub-Band DPD</td>
<td>6</td>
</tr>
</tbody>
</table>

Fig. 12. Convergence of the ninth-order sub-band DPD coefficients, with memory depth equal to 1 per basis function, when the positive IM3 sub-band is considered and block-adaptive learning is deployed. An RF measurement example with two 5 MHz LTE-A UL CCs and 40 MHz carrier spacing is used with a real commercial mobile PA operating at +25 dBm.

Fig. 13. Integrated IM3+ sub-band power at own RX LNA input over 5 MHz vs. PA output power using ninth order IM3+ sub-band DPD processing, with memory depth equal to 1 per DPD SNL basis function. A commercial mobile PA operating at LTE band 25 is used in the RF measurements, and 65 dB duplexer TX filter attenuation [24] is assumed at the RX band.

comprehensive RF measurements using a commercial LTE-Advanced mobile terminal PA together with a vector signal transceiver (VST), which is implementing the RF modulation and demodulation. The actual sub-band DPD processing and parameter learning algorithms are running on a host processor.

The mobile power amplifier used in our measurements is designed for LTE-A UL band 25 (1850-1915 MHz), with 29 dB gain. The VST includes both a vector signal generator (VSG), and a vector signal analyzer (VSA) with 80 MHz instantaneous bandwidth. In these experiments, the digital baseband waveform is divided into blocks of size \( M = 10k \) samples which are first generated locally on the host processor, then transferred to the VSG to perform RF IQ modulation at the desired power level at the PA input. The VST RF output is then connected to the input port of the power amplifier, whose output port is connected to the VST RF input through a 40 dB attenuator, implementing the observation receiver. The VSA performs RF IQ demodulation to bring the signal back to baseband. The baseband IQ observation block is then filtered to select the IM3 sub-band, to be used for block-based sub-band DPD learning as explained in Section III-C, with block size \( M = 10k \), and DPD memory depth \( N = 1 \).

In general, two different intra-band LTE-A CA RF measurement examples are demonstrated in this subsection. The first experiment demonstrates the violation of the spurious emission limit due to the inband emission of the IM3+ spur, thus not being attenuated by the TX filter. The second experiment demonstrates an own RX desensitization example, in FDD transceiver context, where the IM3+ spur is located at the own Rx band (1930-1995 MHz) and is not sufficiently attenuated by the duplexer TX filter.

A. Spurious Emission Limit Violation

Fig. 10 shows the measured power spectral density at the PA output using the IM3 sub-band DPD with different orders. The adopted waveform is an intra-band CA LTE-A UL signal with 3 MHz per CC and 20 MHz carrier spacing. The power level at the PA output in this example is +25 dBm. The intermodulation distortion at the IM3+ sub-band is emitted inband, since the total TX band covers 1850-1915 MHz, and is clearly violating the spurious emission limit (-30 dBm/MHz) when no DPD is used. When using the sub-band DPD, the spurious emission level is well below the emission limit, given that at least 5th-order processing is deployed. In general, more than 20 dB of measured spurious emission suppression is achieved with the ninth order IM3 sub-band DPD, thus giving more than 10 dB additional gain compared to the basic third-order sub-band DPD as shown in Fig. 10. Notice that there is
no need for predistorting the IM3- sub-band in this example, since those emissions will be filtered out by the TX filter.

B. Own Receiver Desensitization

Fig. 11 illustrates another LTE-A intra-band CA UL band 25 example, now with 5 MHz CC bandwidths and 40 MHz carrier spacing. The duplexing distance at LTE-A band 25 is only 80 MHz, thus the IM3+ spur at 1935 MHz in this example is falling on the own RX band, and therefore potentially desensitizing the own receiver. The power level at the PA output in this example is +25 dBm.

Then, by adopting a ninth-order IM3+ sub-band DPD, more than 20 dB of spurious emission suppression is achieved, as can be seen in Fig. 11. Again, two taps ($N = 1$) per basis function are used, and block-adaptive parameter learning is deployed. Fig. 12 shows the real-time convergence of the sub-band DPD coefficients for the third, fifth, seventh, and ninth-order basis functions, respectively. It can be seen that the coefficients converge in a stable manner in a real RF environment due to the orthogonalization of the SNL basis functions, as explained in Section III-B.

In general, assuming a UE duplexer TX filter with 65 dB attenuation at the own RX band [24], the integrated power of the IM3+ spur at the RX band without DPD will be approximately -73 dBm/5MHz. This is 25 dB above the effective RX noise floor when assuming 9 dB UE RX noise figure (NF) [25]. This would thus cause significant own receiver desensitization that could lead to a complete blocking of the desired RX signal. On the other hand, when the proposed IM3+ sub-band DPD is deployed, the integrated power of the IM3+ spur at the RX band will be approximately -95 dBm/5MHz, which is only 3 dB above the effective RX noise floor, as shown also in Fig. 13. Though the residual spur is still slightly above the effective RX noise floor, the sensitivity degradation is substantially relaxed, despite operating at a maximum PA output power of +25 dBm. We elaborate on this further in Fig. 13. The integrated power of the IM3+ spur at the RX LNA input while changing the PA output power level. With a ninth order sub-band DPD, we can transmit up to +18 dBm PA output power with an effectively perfectly linear TX, in terms of IM3+ spur level, compared to +10 dBm PA output power without DPD. Additionally, with DPD, the integrated IM3+ power is less than the effective RX noise floor up to +23 dBm PA output power, while without DPD it is already 20 dB above the noise floor at the same power level.

VII. CONCLUSIONS

In this article, a novel low-complexity sub-band digital predistortion (DPD) solution was proposed for suppressing unwanted spurious emissions in non-contiguous spectrum access. Novel decorrelation based adaptive parameter learning methods were also formulated, allowing efficient estimation and tracking with low computational complexity. All algorithm derivations and modeling were carried out in the general case of having memory in the PA as well as in the sub-band DPD processing. Different nonlinear distortion and processing orders, beyond classical third-order cases, were also reported. The proposed technique can find application in suppressing inband spurs which would violate the spurious emission limit, suppressing out-of-band spurs falling, e.g., on the own receiver band, or in protecting primary user transmissions in cognitive radio systems. A quantitative complexity analysis was presented, comparing the proposed solution to conventional full-band DPD solutions available in the literature. The performance was evaluated in a comprehensive manner, showing excellent linearization performance despite the considerably reduced complexity compared to classical full-band solutions. Finally, extensive RF measurement results using a commercial LTE-Advanced mobile power amplifier were reported, evidencing up to 22 dB suppression of the most problematic third-order spurious emissions.

APPENDIX A: ANALYTICAL MMSE SOLUTION FOR THIRD-ORDER IM3 SUB-BAND DPD

Here, we derive the analytical minimum mean-square error solution shown in (32), which is used as a reference solution in simulations in Section V-A. We first define the so-called error signal as $e(n) = y - \hat{y}_3(n)$, since with ideal predistortion the IM3+ sub-band signal would be zero, and thus the optimization means minimizing the power of this error signal. From (30), the error signal reads

$$e(n) = (f_3 + f_1 \alpha)u(n) + 2f_3\alpha(x_1(n)^2 + x_2(n)^2)u(n) + f_2|\alpha|^2\alpha|x_1(n)|^4|x_2(n)|^2u(n),$$  \hspace{1cm} (66)

where $f_1$ and $f_3$ are the third-order memoryless PA model parameters, $\alpha$ denotes the DPD coefficient to be optimized, and $x_1(n)$ and $x_2(n)$ are the baseband equivalents of the two component carriers. The statistical expectation $E[|e(n)|^2] = E[e(n)e^*(n)]$, assuming that the component carrier signals $x_1(n)$ and $x_2(n)$ are statistically independent, and ignoring some high-order vanishingly small terms, then reads

$$E[|e(n)|^2] = E_{4,2} |f_3|^4 + |f_1|^4|\alpha|^4 + \alpha f_1 f_2 + \alpha^* f_2^* f_3^* + 2E_{6,2} + 2E_{4,4} |f_3|^2|\alpha|^2 $$
$$+ (2E_{6,2} + 2E_{4,4} + 2E_{8,2})|f_3|^2|\alpha|^2, \hspace{1cm} (67)$$

where $E_{ij}$ is used as a shorthand notation for $E[|x_1|^i|x_2|^j]$. Now, differentiating (67) with respect to $\alpha$, yields

$$\frac{\partial}{\partial \alpha}E[e(n)e^*(n)] = E_{4,2} [\alpha^* |f_1|^2 + f_1 f_2^*] $$
$$+ (2E_{6,2} + 2E_{4,4} + 2E_{8,2}) |f_3|^2|\alpha|^2 + (4E_{4,6} + 8E_{6,4} + 4E_{8,2})|f_3|^2|\alpha|^2. \hspace{1cm} (68)$$

Then, setting (68) to zero and solving for $\alpha$ yields the optimal MMSE DPD parameter, given by

$$\alpha_{MMSE} = \frac{-[f_1f_2^*E_{4,2} + 2|f_3|^2(E_{6,2} + E_{4,4})]^*}{|f_1|^2E_{4,2} + 2Re(f_1^2f_3^*)(E_{6,2} + E_{4,4}) + 4|f_3|^2(E_{4,6} + 2E_{6,4} + E_{8,2})^*}, \hspace{1cm} (69)$$

where $\Re(.)$ denotes the real-part operator. This concludes the proof.
Here, we derive the 5th order inverse solution for the IM3+ sub-band DPD, to be used as a reference solution in the simulations in Section V-B. The output of a memoryless 5th order polynomial PA model is

\[ y(n) = f_1 x(n) + f_2 |x(n)|^2 x(n) + f_3 |x(n)|^4 x(n), \]  

(70)

where \( f_1, f_2 \) and \( f_3 \) are the polynomial coefficients, and \( x(n) \) is the composite baseband equivalent input signal, as given in (1). Through direct substitution of (1) in (70), the baseband equivalent IM3+ distortion term, located at three times the IF frequency, can be extracted and reads

\[ y_{IM3+}(n) = f_3 x_2(n) x_2^3(n) + 2 f_5 |x_1(n)|^2 (x_2(n) x_2^2(n)) + 3 f_5 |x_2(n)|^2 (x_2^2(n) x_2(n)), \]  

(71)

Stemming from the signal structure in (71), the sub-band DPD injection signal is composed of three basis functions of the form \( x_2(n) x_2^2(n), |x_1(n)|^2 x_2^2(n) |x_1^2(n)| \) and \( |x_2(n)|^2 x_2^2(n) x_2(n) \). In case of fifth order inverse based sub-band DPD, these basis functions are multiplied by proper coefficients such that all the distortion terms at the IM3+ sub-band at the PA output, up to order five, are cancelled. Thus, incorporating such DPD processing, yet with arbitrary coefficients, the composite baseband equivalent PA input signal reads

\[ \hat{x}(n) = x_1(n)e^{j2\pi f_s n/2} + x_2(n)e^{-j2\pi f_s n/2} + \alpha_{3,inv}(x_2^2(n) x_2^3(n)) e^{j2\pi f_{IF} n/2} + \alpha_{51,inv}(x_1(n)^2 x_2^2(n) x_2^2(n)) e^{j2\pi f_{IF} n/2} + \alpha_{52,inv}(x_2(n)^2 x_2^3(n) x_2^2(n)) e^{j2\pi f_{IF} n/2}, \]  

(72)

where the subscript \( \text{inv} \) in the coefficients is emphasizing the \( P \)-th order inverse based solution. Substituting (72) in (70), and extracting the third and fifth order IM3+ terms yields

\[ \hat{y}_{IM3+}(n) = (f_3 x_{3,inv} + f_3) x_2^2(n) x_2^3(n) + (f_3 x_{3,inv} + 2 f_5 |x_1(n)|^2 (x_2(n) x_2^2(n)) + (f_3 x_{3,inv} + 2 f_5 |x_2(n)|^2 (x_2^2(n) x_2(n))). \]  

(73)

From (73), we now can easily obtain the fifth-order inverse coefficients that null the third and fifth-order terms, yielding

\[ \alpha_{3,inv} = \frac{f_2}{f_1}, \]
\[ \alpha_{51,inv} = \frac{f_2^2}{f_1^2} - 2 \frac{f_5}{f_1}, \]
\[ \alpha_{52,inv} = \frac{f_2^2}{f_1^2} - 3 \frac{f_5}{f_1}. \]

This concludes the derivation.