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Abstract

In this paper we present a novel wavelet-based Bayesian nonparametric regression model for the analysis of functional magnetic resonance imaging (fMRI) data. Our goal is to provide a joint analytical framework that allows to detect regions of the brain which exhibit neuronal activity in response to a stimulus and, simultaneously, infer the association, or clustering, of spatially remote voxels that exhibit fMRI time series with similar characteristics. We start by modeling the data with an hemodynamic response function (HRF) with a voxel-dependent shape parameter. We detect regions of the brain activated in response to a given stimulus by using mixture priors with a spike at zero on the coefficients of the regression model. We account for the complex spatial correlation structure of the brain by using a Markov Random Field (MRF) prior on the parameters guiding the selection of the activated voxels. We detect regions of the brain activated in response to a given stimulus by using mixture priors with a spike at zero on the coefficients of the regression model. We account for the complex spatial correlation structure of the brain by using a Markov Random Field (MRF) prior on the parameters guiding the selection of the activated voxels, therefore capturing correlation among nearby voxels. In order to infer association of the voxel time courses, we assume correlated errors, in particular long memory, and exploit the whitening properties of discrete wavelet transforms. Furthermore, we achieve clustering of the voxels by imposing a Dirichlet Process (DP) prior on the parameters of the long memory process. For inference, we use Markov Chain Monte Carlo (MCMC) sampling techniques that combine Metropolis-Hastings schemes employed in Bayesian variable selection with sampling algorithms for nonparametric DP models. We explore the performance of the proposed model on simulated data, with both block- and event-related design, and on real fMRI data.
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1. Introduction

Statistical methods play a crucial role in the analysis of fMRI data (Lindquist, 2008; Lazar, 2008; Poldrack et al., 2011), due to their complex spatial and temporal correlation structure. Common modeling approaches rely on general linear models formulations, as first proposed by Friston et al. (1994). In this paper, we propose a novel wavelet-based Bayesian nonparametric approach for modeling brain connectivity. More specifically, our goal is to provide a joint analytical framework that allow us to detect regions of the brain which exhibit neuronal activity in response to a stimulus and, simultaneously, infer the association, or clustering, of spatially remote voxels that exhibit fMRI time series with similar characteristics.

In fMRI experiments, neuronal activation in response to an input stimulus occurs in milliseconds and it is not observed directly. Instead, the blood oxygenation level dependent (BOLD) signal contrast is measured on the entire brain, since the metabolic process increases blood flow and volume in the activated areas following neuronal activation. In the formulation we adopt, the stimulus pattern is convolved with a Poisson hemodynamic response function (HRF), with a voxel-dependent shape parameter, that characterizes the delay between the onset of the stimulus and the arrival of blood to the activated brain regions. In addition, we assume correlated errors, in particular long memory, to take into account the time course structure of voxel responses, and then exploit the whitening properties of discrete wavelet transforms. Zarahn et al. (1997) and Aguirre et al. (1997) first suggested modeling the noise in fMRI data using an $1/f$ process. Fadili and Bullmore (2002) employed linear models assuming fractional Brownian motion (fBm) as the error term and derived wavelet-based approximate maximum likelihood estimates (MLE) of the model parameters. Meyer (2003) applied generalized linear models with drifts and errors contaminated by long-range dependencies. Jeong et al. (2013) employed a more general fractal structure for the error term and proposed a wavelet-based Bayesian approach for the estimation of the model parameters. When applied to data from a long memory process, discrete wavelet transformations result in wavelet coefficients that are approximately uncorrelated, leading to a relatively simple model in the wavelet domain that aids statistical inference, see Tewfik and Kim (1992), Craigmile and Percival (2005) and Ko and Vannucci (2006), among others. Bullmore et al. (2004) provides a nice review of wavelet-based methods for fMRI data.

A novel feature of our model is that we allow clustering the time course responses of distant brain regions via a Dirichlet process (DP) prior. In the fMRI literature, Thirion et al. (2007) and Jbabdi et al. (2009) have modeled fMRI profiles via an infinite mixture of multivariate Gaussian distributions with a Dirichlet process prior to cluster the model parameters, inducing a connectivity-based parcellation of the brain. In our approach, the DP prior model induces a clustering of the voxels that exhibit time series signals with similar variance and long-memory behavior. The induced spatio-temporal clustering can be viewed as an aspect of “functional” connectivity, as it naturally captures statistical dependencies among remote neurophysiological events (Friston, 1994, 2011). In addition, we detect activation in response to a stimulus by using mixture priors with a spike at zero on the coefficients of the regression model characterizing the association between response and stimulus. The
selection of activated voxels takes into account the complex spatial correlation structure of the brain through a Markov Random Field (MRF) prior, thus capturing correlation among nearby voxels. For inference, we use Markov Chain Monte Carlo (MCMC) sampling techniques that combine Metropolis-Hastings schemes employed in Bayesian variable selection with sampling algorithms for nonparametric DP models (Savitsky et al., 2011; Neal, 2000).

Bayesian spatiotemporal model approaches that incorporate spatial correlation among brain responses have recently found successful applications in the analysis of fMRI data, Gössl et al. (2001), Woolrich et al. (2004), Penny et al. (2005), Flandin and Penny (2007), Smith and Fahrmeir (2007), Bowman et al. (2008), Harrison and Green (2010), Quirós et al. (2010), and Kalus et al. (2013). Gaussian Markov random field priors were imposed by Penny et al. (2005) on the regression coefficients of a general linear model, while Flandin and Penny (2007) used sparse spatial basis functions and Harrison and Green (2010) a conditional autoregressive (CAR) prior. Smith and Fahrmeir (2007) investigated spatial Bayesian variable selection linear regression models with an Ising prior for latent activation indicators, while Kalus et al. (2013) used a spatial probit prior of the CAR type. Gössl et al. (2001) and Woolrich et al. (2004) investigated spatio-temporal hierarchical Bayesian approaches incorporating the estimation of the HRF. Quirós et al. (2010) also parameterised the HRF with voxel-varying parameters and used Gaussian Markov random fields priors on the activation characteristic parameters of the voxels. All these authors assumed independent structures for the error terms in their models, with the exception of Woolrich et al. (2004) and Penny et al. (2005), who imposed an autoregressive structure.

With respect to existing Bayesian approaches for the analysis of fMRI data, our modeling strategy combines several of the features of such approaches into a single modeling framework. In the time dimension, we allow for correlated errors and then employ wavelet transforms. Furthermore, we describe patterns of similar neuronal dynamics via the clustering of the voxel time courses induced by the DP. In addition, we account for the estimation of a voxel dependent delay parameter of the hemodynamic response function. In the spatial dimension, we capture dependence among nearby voxels via the MRF prior. Our inferential strategy results in the detection of activated regions of the brain and clustering of similar time courses. We show performances of our proposed model for both block and event-related design with simulated data, and for block design with synthetic data. We also consider a case study on a real fMRI experiment.

The rest of the paper is organized as follows. Model and prior distributions are presented in Section 2. Results obtained by applying the proposed model to simulated data and real fMRI data are examined in Section 3. Section 4 concludes the paper with a discussion.

2. Statistical Methods

2.1. Regression Model with Correlated Errors

Functional magnetic resonance imaging (fMRI) is a common tool for detecting changes in neuronal activity. It measures blood oxygenation level-dependent (BOLD) contrast that depends on changes in regional cerebral blood-flow. In an fMRI experiment, the whole brain
is scanned at multiple time points and a time series of BOLD response is acquired for each voxel of the brain while the subject performs a set of tasks. Let \( Y_\nu = (Y_{\nu,1}, \ldots, Y_{\nu,T})^T \) be the \( T \times 1 \) vector of the response data, with \( Y_{\nu,i} \) the BOLD image intensity at time \( i = 1, \ldots, T \), for voxel \( \nu \), with \( \nu = 1, \ldots, V \). We model the BOLD response for a single subject with a linear regression model of the type

\[
Y_\nu = X_\nu \beta_\nu + \varepsilon_\nu \sim \mathcal{N}_T(0, \Sigma_\nu), \tag{1}
\]

where \( X_\nu \) is a known \( T \times p \) covariate matrix and \( \beta_\nu = (\beta_{\nu,1}, \ldots, \beta_{\nu,p})^T \) a \( p \times 1 \) vector of regression coefficients. Without loss of generality, we center the data at 0, and hence no intercept is needed in the model. In the applications, we consider the case \( p = 1 \), that is, only one regressor for one experimental condition is included in the model. Single-subject scanning is receiving renewed interest in the fMRI field, due to its use for presurgical purposes. In addition, single-subject posterior maps can be used in meta analyses for inter-subject investigations, similarly in spirit to other Bayesian approaches to fMRI modeling (Bowman et al., 2008; Jbabdi et al., 2009).

When measuring the change in the metabolism of BOLD contrast due to outside stimuli, the fMRI signal gets delayed hemodynamically (Buxton and Frank, 1997). The complete relationship between the neuronal activity and the vascular response is not fully known yet. A widely used model, to account for the lapse of time between the stimulus onset and vascular response, looks at an fMRI signal as the convolution of regional cerebral blood-flow response to stimulus with an hemodynamic response function. Here we model the covariate \( X_\nu \) as the convolution of the stimulus pattern with a Poisson HRF, that is,

\[
X_\nu = \int_0^T x(s) h_{\lambda_\nu}(t - s) ds, \tag{2}
\]

where \( x(s) \) represents the time dependent stimulus and \( h_{\lambda_\nu}(t) = \exp(-\lambda_\nu) \lambda_\nu^t / t! \) (Friston et al., 1994). The parameter \( \lambda_\nu \) can be interpreted as the delay of the response with respect to the stimulus onset, and it is modeled as an unknown voxel-dependent parameter (Quirós et al., 2010).

The temporal dependence between observations for a given voxel is taken into account by exploring the structure of the \( \Sigma_\nu \) ’s, i.e. the error terms in model (1). These are typically assumed autocorrelated and capture instrumental noise, such as head movement in the scanner. More specifically, two types of autocorrelation structures for fMRI signals have been typically assumed in the literature: first-order autoregressive and \( 1/f \) long memory structures (Smith et al., 1999). As estimation procedures for time series with autocorrelated residuals are computationally expensive, discrete wavelet transforms have often been used, as a tool to decorrelate fMRI data, see Fadili and Bullmore (2002), Meyer (2003), Turkheimer et al. (2003), and, more recently, Sanyal and Ferreira (2012) and Jeong et al. (2013). Let us write \( \Sigma_\nu \) as \( \Sigma_\nu(i,j) = [\gamma(|i-j|)] \) with \( \gamma(h) \) the auto-covariance function of the process generating the data. Here, we model \( \varepsilon_\nu \) as a long memory process, characterized by an autocovariance function with a slow decay, i.e.

\[
\gamma(h) \sim Ch^{-\alpha}, \tag{3}
\]
with $C > 0$, $0 < \alpha < 1$ and $h$ large. We then employ discrete wavelet transformations (DWT) as a tool to "whiten" the data and simplify the dense covariance structure of the long memory process.

Wavelets are families of orthonormal basis functions that can be used to represent a generic function $f(x)$ as

$$f(x) = \sum_{m, n} d_{m,n} \psi_{m,n}(x),$$

with $d_{m,n}$ coefficients describing features of the function $f(x)$ at locations indexed by $n$ and scales indexed by $m$. The wavelet basis functions $\psi_{m,n}(x)$ are defined as dilations and translations of a mother wavelet $\psi(x)$ as

$$\psi_{m,n}(x) = 2^{m/2} \psi(2^m x - n).$$

Wavelets have been successfully applied to the analysis of time series data. Discrete wavelet transforms (Mallat, 1989) can be used to reduce the data to a set of wavelet coefficients. Let $y = (y_1, y_2, \ldots, y_T)^T$ be an observed time series, $T = 2^J$ with $J$ a positive integer. The DWT of $y$ can be written as $d = Wy$, where $W$ is an orthogonal $T \times T$ matrix representing the wavelet transform. Furthermore, the covariance matrix of the wavelet coefficients $d$ can be calculated as $\Sigma_d = W \Sigma_y W$ with $\Sigma_y(i,j) = [\gamma(|i-j|)]$ (Vannucci and Corradi, 1999).

After applying a DWT on both sides of model (1) we obtain the following model in the wavelet domain

$$Y_\nu^* = X_\nu^* \beta_\nu + \varepsilon_\nu^* \quad \varepsilon_\nu^* \sim N(0, \Sigma_\nu^*),$$

where $Y_\nu^* = W Y_\nu$, $X_\nu^* = W X_\nu$ and $\varepsilon_\nu^* = W \varepsilon_\nu$. As emphasized in the literature, wavelet coefficients tend to be less correlated than the original data. For long memory processes, in particular, such decorrelation properties are well documented (Tewfik and Kim, 1992; Craigmile and Percival, 2005; Ko and Vannucci, 2006). In our model (6) we can therefore assume the covariance matrix $\Sigma_\nu^*$ as a $(T \times T)$ diagonal matrix. We also write its diagonal elements as $\psi_\nu \sigma_{nn}^2$, indicating the variance of the $n$th wavelet coefficient at the $m$th scale.

We follow Jeong et al. (2013) and adopt the variance progression formula for the covariance structure of wavelet coefficients of Wornell and Oppenheim (1992), that is,

$$\psi_\nu \sigma_{nn}^2 = \psi_\nu (2^{\alpha_{\nu}})^{-m},$$

with $\psi_\nu$, the innovation variance and $\alpha_{\nu} \in (0, 1)$ the long memory parameter. This structure encompasses the general fractal process of type (3), including long memory processes.

### 2.2. Priors

One of the goals of our modeling approach is to detect regions of the brain that show activation to a given stimulus. In addition, we want to cluster the individual voxel time series and thus describe the patterns of association, or correlation, of neuronal activity in
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separate, possibly remote, voxels in the brain (Friston, 1994). We achieve both tasks via the choice of appropriate prior models.

The task of selecting activated voxels is equivalent to a problem of variable selection, that is the identification of the nonzero $\beta_\nu$ in model (6). Bayesian variable selection in linear regression models can be achieved by employing mixture priors with a spike at zero on the regression coefficients (George and McCulloch, 1993, 1997; Brown et al., 1998; Sha et al., 2004). A binary random variable $\gamma_\nu$ is introduced to identify whether a given voxel is activated or not, that is, $\gamma_\nu = 0$ if $\beta_\nu = 0$ and $\gamma_\nu = 1$ otherwise, and a mixture prior (commonly called spike-and-slab prior) is imposed on the coefficients $\beta_\nu$ as

$$\beta_\nu \sim \gamma_\nu N(0, \tau) + (1 - \gamma_\nu)\delta_0, \nu = 1, \ldots, V, \quad (8)$$

with $\delta_0$ a point mass at zero and $\tau$ a relatively large variance term for the non-null component. In brain network, neighboring voxels tend to be active or inactive together. Several authors have looked into Bayesian spatiotemporal models that incorporate spatial correlation structure into the priors (Penny et al., 2005; Flandin and Penny, 2007; Smith and Fahrmeir, 2007; Harrison and Green, 2010; Quirós et al., 2010; Kalus et al., 2013). In our model, we account for spatial correlation by placing a Markov Random Field (MRF) prior on the selection parameter $\gamma_\nu$ of the mixture prior model. We follow Li and Zhang (2010) and Stingo et al. (2011, 2012) and parameterize the conditional probability of $\gamma_\nu$ as

$$P(\gamma_\nu | d, e, \gamma_k, k \in N_\nu) \propto \exp(\gamma_\nu (d + e \sum_{k \in N_\nu} \gamma_k)) \quad (9)$$

with $N_\nu$ the set of neighboring voxels of voxel $\nu$. According to the prior (9), a voxel has a greater probability of being activated if more of the neighboring voxels are activated. The parameter $d \in (-\infty, \infty)$ represents the expected prior number of activated voxels and controls the sparsity of the model, whereas $e > 0$ affects the probability of identifying a voxel as active according to the activation of its neighbors and therefore acts as a smoothing parameter. Posterior inference may be very sensitive to the choice of $d$ and $e$, thus some care is needed. Indeed, it is general experience that allowing $e$ to vary widely can lead to a phase transition problem, i.e. the expected number of variables equal to 1 can increase massively for small increments of $e$. This problem arises since equation (9) can only increase as a function of the number of $\gamma_\nu$’s equal to 1. Thus, phase transition may lead to a drastic change in the proportion of detected activations, especially since the number of voxels is large. An empirical estimate of the phase transition value can be obtained using the algorithm proposed by Propp and Wilson (1996) and the values of $d$ and $e$ can then be chosen accordingly. In this paper, we follow Li and Zhang (2010) and Stingo et al. (2012), and treat $d$ and $e$ as fixed hyperparameters. More specifically, we first note that if a voxel does not have any neighbor, then its prior distribution reduces to an independent Bernoulli, with parameter $\exp(d) /[1 + \exp(d)]$, a prior often adopted in the Bayesian variable selection literature. This constitutes a lower bound on the prior probability of activation, and therefore, we set $d$ to a small value that reflects our belief in a sparse model. As for $e$, any value of $e$ below the phase transition point can be considered a good choice, with values
closer to the phase transition point leading to higher prior probabilities of activations in a neighborhood of activated voxels.

We capture the association of neural activity over time by clustering voxels that exhibit fMRI time series signals with similar characteristics. More specifically, we impose a Dirichlet Process (DP) prior on the parameters of the residual term of the model. The DP is a stochastic process commonly used in Bayesian nonparametric models. Here we use it as a tool to obtain simultaneous inference on the clusters of the voxel time courses as well as on the values of the parameters that define the specific long term process in each such cluster. The formal definition of a DP has been given in Ferguson (1973). Hjort et al. (2010) and Rodriguez and Müller (2013) provide exhaustive discussion of its properties and applications. For our purposes, it suffices to look at the Dirichlet Process as a prior on a class of probability distributions. Let $G$ indicate such random probability measure on the space of distributions. Then, we write $G \sim \text{DP}(\eta, G_0)$ to indicate that the model depends on the specification of two parameters, the base measure $G_0$ and the total mass parameter $\eta$. The base measure $G_0$ is the prior mean, $E(G) = G_0$. Typically, in Bayesian nonparametric inference, the unknown $G$ is centered around a known parametric model. The total mass parameter determines, among other important properties, the variation of the random measure around the prior mean. Small values of $\eta$ imply high uncertainty. In the following, we exploit a key property of the DP. Any realization $G$ from a DP almost surely defines a discrete distribution. Let $\theta_i \sim G, i = 1, \ldots, n$ be an i.i.d. sample from a distribution $G$, where $G \sim \text{DP}(\eta, G_0)$. Then, $G$ can be almost surely written as a mixture of point masses

$$G = \sum_{i=1}^{\infty} w_i \delta_{\theta^i}$$

with

$$w_i = v_1 \prod_{j=1}^{i-1} (1 - v_j), v_j \sim \text{Beta}(1, \eta), j = 1, \ldots, h,$$

and

$$\theta^i \sim G_0, h = 1, \ldots.$$ The discreteness of the DP is best appreciated by looking at the predictive distribution of $\theta_i$ conditional on all the other values $\theta_{-i} = \{\theta_j: j \neq i\}$

$$\theta_i | \theta_{-i} \sim \frac{\eta G_0 + \sum_{j \neq i} \delta_{\theta^j}}{V + 1 + \eta}.$$ (10)

Equations (10) show that there is a positive probability of ties, that is the $\theta_i$’s can assume a common value. Thus, the discreteness of the DP plays a crucial role in its use for clustering purposes, since the $\theta_i$’s can form clusters. The larger the frequency of data assigned to a cluster, the higher the probability that the cluster will grow. In this representation, the parameter $\eta$ acts as a weight; the larger is $\eta$, the higher is the probability that $\theta_i$ is sampled from the base measure $G_0$ and does not coincide with any of the other values, thus creating more clusters. In our model, we impose a DP prior on the parameters of the long memory process (7), $(\psi_{\nu}, \alpha_{\nu})$, as

$$(\psi_{\nu}, \alpha_{\nu}) | G \sim G \ G | \eta, G_0 \sim \text{DP}(\eta, G_0) \ G_0 = \text{IG}(a_0, b_0) \times \text{Beta}(1, b_1)$$ (11)

where the base measure $G_0$ is specified as the product of inverse gamma (IG) and beta distributions. Escobar and West (1995) discuss prior distributions on $\eta$. In practice, the impact of such prior typically decreases with $V$. Hence, when $V$ is large, $\eta$ is often fixed so to favor a parsimonious representation of the data or some other prior beliefs on their clustering behavior.
Finally, we complete our prior model by considering a uniform distribution on the interval $(u_1, u_2)$ as a prior distribution for the delay parameter $\lambda_\nu$ in the hemodynamic function, as suggested by Quirós et al. (2010),

$$\lambda_\nu \sim U(u_1, u_2), \nu = 1, \ldots, V.$$  \hspace{1cm} (12)

A graphical representation of our full model is shown in Figure 1.

2.3. Posterior inference

The posterior distribution of all parameters of interest can be obtained by combining the prior information and the likelihood function via the Bayes theorem. For inference, we use Markov Chain Monte Carlo (MCMC) sampling techniques that sample the individual parameters conditional upon the others. Our algorithm combines Metropolis-Hastings schemes that use add-delete-swap moves, as employed in Bayesian variable selection (Savitsky et al., 2011), with sampling algorithms for nonparametric DP models (Neal, 2000). We give full details of the full conditional distributions and our implementation of the MCMC in the Appendix.

3. Results

3.1. Simulation from the model

In this section we use simulated data generated from our model to investigate the performance of our strategy for posterior inference on the model parameters. We look at both block and event-related experimental designs and generate the data from model (6), that is directly in the wavelet domain. In all simulations presented below we considered $T = 256$ images of $30 \times 30$ voxels.

In the block design two different conditions, activity and rest, are alternating over time. For this, we generated a square wave signal as

$$x(t) = \begin{cases} 1, & kP < t < kP + \frac{P}{2}, k = 0, 1, 2, \ldots \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (13)

with $P$ the period of the signal, which we fixed at $P = 16$. In the event-related design the stimulus consisted of short discrete events whose timing and order were randomized. We set the number of stimuli to 20 and the duration of each event to 10. We obtained the covariate $X_\nu$ in model (1) by convolving the stimulus pattern with a Poisson hemodynamic function with delay parameter $\lambda_\nu$. We sampled the $\lambda_\nu$ parameters from a uniform distribution between 0 and 8. We applied discrete wavelet transforms with Daubechies minimum phase wavelets, (Daubechies, 1992), with 4 vanishing moments, to obtain the covariate $Y_\nu$ in model (6). We then set the selection parameters $\gamma_\nu$'s in (8) as a $30 \times 30$ lattice with five rectangular active regions, see Figure 3 (a). Voxels inside the regions were assigned the value of 1, whereas voxels outside were assigned the value 0. This resulted in 296 active voxels and 604 inactive voxels. We simulated the $\beta_\nu$ parameters for the active voxels by sampling from a $N(0, \tau)$ with $\tau = 1$, and set those for the inactive voxels to 0. Finally, we set the values of $(\psi_\nu, \alpha_\nu)$ at
(0.1, 0.2), (0.5, 0.5), (1, 0.8), leading to three different clusters of voxels. We consider the signal-to-noise ratio in logarithm decibel scale, defined as a function of the variance of the regression parameters versus the innovation variance of the error term, i.e. $\text{SNR}_{\text{dB}} = 10 \log_{10}(\tau/\psi)$. Thus, $\text{SNR}_{\text{dB}}$ increases when the signal is allowed to vary more than the noise; $\text{SNR}_{\text{dB}} \approx 0$ corresponds instead to cases where the signal and the noise are approximately of the same magnitude. Thus, the three clusters are characterized by decreasing values of the signal-to-noise ratio (respectively, 10, 3, and 0). The continuous black curves in Figure 2 represent examples of simulated time series for active and nonactive voxels, obtained by applying the inverse wavelet transform to obtain $Y_\nu = W^T Y_\nu^*$, for the cluster $(\psi_\nu, \alpha_\nu) = (1, 0.8)$.

In the simulation described in this section, we specified $\tau = 5$ and $u_1 = 0, u_2 = 8$ for model fitting purposes. We also fixed the concentration parameter of the DP prior to $\eta = 1$ and set the base distribution as the product of an non-informative distribution on $\alpha$, that is a Beta($a_1 = 1, b_1 = 1$), and a vague prior on $\psi$, that is an $\text{IG}(a_0 = 3, b_0 = 2)$. We set the MRF prior parameters to $d = -2.5$ and $e = 0.3$. We discuss sensitivity to these choices below. At every MCMC iteration we applied discrete wavelet transforms with Daubechies minimum phase wavelets with 4 vanishing moments. We ran MCMC chains with 10,000 iterations, discarding the first 5,000 iterations as a burn-in. We assessed convergence by using the Raftery-Lewis diagnostic (Raftery and Lewis, 1992), as implemented in the R package “coda”.

We obtained posterior activation probability maps by setting the posterior probability threshold at 0.8, that is, an individual voxel was categorized as active if the posterior probability $p(\gamma_{\nu} = 1 | y) > 0.8$, and categorized as inactive otherwise. This type of thresholds can be justified as the optimal rules in a Bayesian decision theory setting on the basis of loss functions that minimize a combination of false negative and false discovery counts or rates (see, among others, Müller et al., 2004, 2007; Bogdan et al., 2008; Guindani et al., 2009). Figure 3(b) reports the posterior activation map for the block design obtained by assigning value 1 to those voxels with $p(\gamma_{\nu} = 1 | y) > 0.8$ and value 0 otherwise. Our method does a good job at detecting the active voxels. In particular, a small number of active voxels are falsely identified as inactive, and all inactive voxels are correctly identified in both designs. Results are overall comparable across clusters, although, as expected, the accuracy slightly decreases when the noise level increases. Figures 3(c)–(f) report the posterior mean estimates for the parameters $\beta$ and $\gamma$ in the block design. Our method produces good estimates, close to the true values of all parameters. We refer the reader to the supplementary materials for the analogous maps in the event-related design. We also investigated the fit of the response time series obtained by our model. Figure 2 shows the fit of the time series as dashed black curves under either the block and the event-related design. Once again, we notice the good fit of our estimates.

Our approach also allows us to infer a clustering of the time course responses of distant voxels via the DP prior on the parameters of the residual term of the model, $\psi$ and $\alpha$. For example, a single estimate of the sample clustering allocations can be obtained from those configurations visited during the MCMC as follows (Tadesse et al., 2005). First, an estimate of the number of clusters is computed as the value, say $K$, most frequently visited by the
MCMC sampler, then all MCMC configurations with K clusters are relabeled, for example by using the algorithm of Stephens (2000). Finally the sample allocations are estimated by computing, for each sample, the posterior probability that the sample belongs to cluster \( k \), for \( k = 1, \ldots, K \), and assigning the sample to the cluster with largest posterior probability. Figure 4 (a) shows the resulting clustering of the voxels for the block design. In order to formally compare our results with the ground truth, we consider the Normalized Mutual Information (NMI), an information theoretic based measure of clustering comparison proposed by Strehl and Ghosh (2002), which is defined as follows. Let \( C \) and \( C' \) denote two alternative clustering allocations of size \( K \) and \( L \), respectively, and let \( fr(i,j') \) denote the relative frequency of voxels commonly assigned to cluster \( C_i \) in \( C \) and to cluster \( C_j \) in \( C' \). Similarly, let \( fr(i) \) denote the frequency of voxels assigned to cluster \( C_i \) in \( C \), and \( fr(j') \) the frequency of voxels assigned to cluster \( C_j \) in \( C' \). Then we can define the mutual information between the two clustering allocations as

\[
I(C, C') = \sum_{i=1}^{K} \sum_{j'=1}^{L} fr(i,j') \log_2 \left( \frac{fr(i,j')}{fr(i)fr(j')} \right),
\]

and, correspondingly, the NMI as

\[
NMI(C, C') = \frac{I(C, C')}{\sqrt{H(C)H(C')}}.
\]

with \( H(C) = I(C, C) \). It follows that \( 0 \leq NMI(C, C') \leq 1 \) with \( NMI(C, C') = 1 \) for \( C \equiv C' \). In our simulation, the NMI for the block design and the event-related design are 0.9068 and 0.9552, respectively. Both values are close to 1, indicating a strong similarity between the estimated clustering allocation and ground truth. We notice that the DP prior model allows us to mostly recover the true clustering of the voxels, with the map showing three large clusters and a few misclassified voxels. As for the inference on the parameters \( \psi \) and \( \alpha \), voxel-wise estimates can be calculated by averaging over the MCMC samples after burn in, at each voxel. The resulting posterior mean maps for the block design are shown in Figure 4. Again, we refer to the supplementary material for the posterior mean maps of \( \alpha \) and \( \psi \) in the event-related design. We notice that our estimates well recover the true values of the parameters.

In order to further assess the performance of our estimation method, we repeated the simulation 30 times. Table 1 reports results in terms of accuracy (i.e. the percentage of voxels that are correctly identified), precision (i.e. the proportion of active voxels correctly identified against the number of all those identified as active), false positive rate (FPR) (i.e. the proportion of active voxels falsely identified against all the inactive voxels) and false negative rate (FNR) (i.e. the proportion of nonactive voxels falsely identified against all the active voxels), for both block and event-related design, averaged over the 30 replicates. Results are reported for two choices of the joint base prior distribution on \( (\psi, \alpha) \) in (11). In the same table we compare results with those obtained by fitting our model with a simpler choice of the variance structure of the error term, i.e., \( \Sigma_{\psi} = \psi\Sigma_I \) that, unlike (7), ignores the
temporal correlation of the data. As it should be expected, this model shows worse performances, with lower accuracy, precision and false negative rate, and a higher false positive rate.

Data simulated with different noise levels, that is different values of $\alpha$ and $\psi$, gave similar results to those reported here, though, as expected, the accuracy lowers when the noise level increases.

We also evaluate the performance of our model assuming that the true HRFs are different than the Poisson HRF used in model fitting. Table 2 reports accuracy, precision, FPR and FNR for one simulated data set where we considered the Canonical HRF (Worsley et al., 2002) as well as the Inverse Logit HRF proposed by Lindquist and Wager (2007) in addition to the Poisson HRF. The Canonical HRF is defined as the difference of two Gamma densities,

$$h(t) = (t/d_1)^{a_1} \exp(-(t - d_1)/b_1) - c(t/d_2)^{a_2} \exp(-(t - d_2)/b_2), \quad (14)$$

with $a_1 = 6$, $a_2 = 12$, $b_1 = 0.9$, $b_2 = 0.9$, $c = 0.35$, $d_1 = a_1 \cdot b_1$, $d_2 = a_2 \cdot b_2$ (Glover, 1999).

The Inverse Logit HRF is generated as a superposition of three separate inverse logit functions, which describe, respectively, the rise following activation, the subsequent decrease and undershoot, and the stabilization of the HRF,

$$h(t) = \alpha_1 L((t - T_1)/D_1) + \alpha_2 L((t - T_2)/D_2) + \alpha_3 L((t - T_3)/D_3), \quad (15)$$

with $L(x) = 1/(1 + e^{-x})$, $\alpha_1 = 1$, $T_1 = 15$, $D_1 = 1.33$, $\alpha_2 = -1.3$, $T_2 = 27$, $D_2 = 2.5$, $\alpha_3 = 0.3$, $T_3 = 66$, $D_3 = 2$. For the Poisson HRF, we set the delay parameter $\lambda = 4$ as in Jeong et al. (2013). The data are generated so to obtain comparable SNR’s, despite the three HRFs have different response amplitudes. Table 2 shows an overall good performance of our model even when the true HRFs are different from the assumed Poisson HRF.

### 3.2. Sensitivity Analysis

We performed a sensitivity analysis to study how different prior specifications affect the estimation. Tables 3–5 show results for parameters $\tau$, $\delta$, and $\epsilon$, for both block and event-related design. In each table, accuracy, precision, FPR and FNR are reported for one simulated data set. Table 3 shows that setting larger values of the variance parameter $\tau$ in the prior distribution for the $\beta$’s may moderatly impact accuracy and lead to a relatively higher FNR. We did not notice sensitivity to moderate changes of the prior specifications for the parameters $\psi$ and $\alpha$ of the error term, see Table 1 for example. As for the MRF prior on the $\gamma$’s, its role is to encourage activations to take place in regions of neighboring voxels, penalizing detections in isolated voxels. As discussed in Section 2.2, the parameter $d$ controls the sparsity of the model, whereas $e$ regulates the smoothness of the distribution, with higher values encouraging the selection of voxels with neighbors already selected as active. As expected, Tables 4 and 5 show sensitivity of the results to the values of those parameters. More specifically, larger values of $d$ or $e$ generally correspond to a lower FNR, at the expense of a higher FPR and a lower precision. We note that setting $d = -2.5$ implies that the prior probability of selection is less than 10% when a voxel has no neighbors and...
that $e = 0.3$ is a value that should allow a reasonable power in detecting true activations, and far from the phase transition limit. Some sensitivity to $\eta$, the parameter of the DP prior, was also observed, with large values generally inducing a larger number of clusters (result not shown).

### 3.3. Synthetic data

In this section we simulate a synthetic fMRI data set using data from the study of the Welcome Department of Imaging Neuroscience that we present in Section 3.4. Our simulation approach is similar in spirit to the one of Quirós et al. (2010). More specifically, we considered a slice captured under the “no attention” condition and then obtained synthetic data as the sum of two components, $Y_{\text{syn}} = Y + w$, where $Y$ denotes the component simulated from our model as described below and $w$ is the selected slice from the real fMRI study (slice 27). The use of the synthetic data allows us to carry out comparisons of the results from our model with the popular software SPM8, available at [http://www.fil.ion.ucl.ac.uk/spm/software/spm8/](http://www.fil.ion.ucl.ac.uk/spm/software/spm8/).

In order to simulate $Y$, we first obtained the design matrix $X$ for a block design as before. Then, we convolved $X$ with a Poisson hemodynamic function and applied the wavelet transform. The true activation map defines three rectangular active regions, obtained by setting $\gamma = 1$, as shown in Figure 5(a). The true values of the $\beta$’s in these regions were sampled from a Uniform($-80, 80$). We set the values of $(\psi_\nu, \alpha_\nu)$ at (10, 0.8), (5, 0.5), (1, 0.2), leading to three different clusters of voxels. Finally, we obtained $Y$ as $Y = W^T Y^*$. Our final synthetic dataset comprised time series data for 256 scans of 64×64 voxels, mirroring a real block-design fMRI study. Figure 5(b) shows the first scan.

We ran a MCMC for model fitting, performing 20,000 iterations and discarding the first 10,000 iterations as burnin. Again, we assessed convergence by the Raftery-Lewis diagnostic test implemented in the R package “coda”. We assigned the same non-informative priors as in Section 3.1 to all the parameters of the model and applied, at each iteration, discrete wavelet transforms using Daubechies minimum phase wavelets with 4 vanishing moments. Figure 5(c) shows the posterior activation map, obtained by assigning value 1 to those voxels with $p(\gamma = 1 | y) > 0.8$ and value 0 otherwise. The accuracy of our detection is 99.86%. For comparison, we looked into the estimation results obtained from SPM8 by performing a Bayesian analysis, which detects regions where the response is different under the active and rest conditions, whether positive or negative. More specifically, we fit a GLM model with a design matrix with one regressor, convolved with a canonical HRF, and with a Gaussian MRF prior on the model coefficients (Penny et al., 2005). Figure 5(d) shows the posterior probability map of activation produced by the software SPM8 following the method of Friston and Penny (2003), which calculates the posterior probability that a particular effect exceeds a threshold $\kappa$ as

$$p = 1 - \Phi \left( \frac{\kappa - \mathbf{w}^T M \hat{\beta} | y}{\sqrt{\mathbf{w}^T C \hat{\beta} | y}} \right), \quad (16)$$
with $M_{\beta | y}$ and $C_{\beta | y}$ the posterior mean and covariance of the parameter $\beta$. In particular, we obtained Figure 5(d) by applying an F-contrast with contrast weight vector $w = [1, 0]^T$ to the estimation of the regression coefficients, and using a threshold of 0.999. We note that in SPM the detection of the activated voxels is based on the posterior probabilities of the beta coefficients, whereas in our model it is based on the posterior probabilities of the $\gamma$ coefficients, as described in Section 3.1. Table 6 shows comparisons of our method with SPM8 in terms of accuracy, FPR, and FNR. Our method outperforms SPM8, showing a higher accuracy, higher precision, lower FPR and lower FNR. Furthermore, Figure 6 reports the posterior mean estimates, calculated from the MCMC samples, and the scatter plots of posterior mean estimates versus true values for the parameters $\beta$, $\lambda$, showing the correctness of our estimation for these parameters.

Figure 7 shows the posterior clustering map of the voxels, obtained as described in the previous simulation, and the posterior mean maps of the estimates of the parameters $\psi$ and $\alpha$. As in the previous simulated scenario, we are able to recover the true clustering of the voxels, with all maps showing three large clusters and a few misclassified voxels, and to well estimate the true values of the parameters.

### 3.4. A case study for fMRI data

Here we apply our model to the data set provided by the Welcome Department of Imaging Neuroscience, available at [http://www.fil.ion.ucl.ac.uk/spm/data/attention/](http://www.fil.ion.ucl.ac.uk/spm/data/attention/). The data was original collected by Büchel and Friston (1997). The experiment was performed on a single subject, under 4 different conditions, and using a 2 Telsa Magnet VISION (Siemens, Erlangen) whole body MRI system equipped with a head volume coil. The subject was scanned during 4 runs, with each run lasting 5 min and 22s, producing 100 images for each run. This resulted in 400 contiguous multi-slice (32 slices, slice thickness 3 mm, giving 9.6 cm vertical field of view) $T_2^*$-weighted fMRI images ($T_E = 40$ ms, 90 ms/image, $T_R = 3.22$ seconds, 64x64 pixels [19.2x19.2 cm]). The image volume obtained covered the whole brain, except for the lower half of the cerebellum and the most inferior part of the temporal lobes. The first 10 scans in each run were discarded in order to eliminate magnetic saturation effects. The four conditions were “Fixation”, “Attention”, “No Attention”, and “Stationary”. Each condition lasted 32.2 seconds, giving 10 multi-slice volumes. The subject was asked to look at a fixed point (size 0.3°) in the middle of a transparent screen. During visual motion conditions, 250 white dots (size 0.1°) moved radially from the fixation point in random directions at a constant speed (4.7°/s) toward the border of the screen where they vanished. During “Attention” and “No Attention” conditions, the subject fixated centrally while the white dots emerged from the fixation point toward the edge of the screen. During the “Attention” condition, the subject was asked to detect changes of speed, and during the “No Attention” condition the subject was asked to just look at the moving points. During “Fixation” condition the subject saw only dark screen except for the visible fixation dot. During “Stationary” condition, the fixation point and 250 stationary dots were presented to the subject.

The data set comprises smoothed, spatially normalized, realigned, slice-time corrected images, on which we applied our wavelet-based Bayesian nonparametric model. We
excluded the images obtained during “Stationary” condition, and grouped the other three conditions into two categories: a vector was defined with elements set to 1 for the images obtained during the “Attention” and “No Attention” conditions and to 0 during “Fixation”. This vector, representing the stimulus pattern over time, was convolved with a Poisson hemodynamic function with voxel-dependent parameter $\lambda_v$, according to our model (1), to obtain the covariate $X_v$. We set $\tau = 100$, and $\eta = 1$, $a_1 = 1$, $b_1 = 1$, $a_0 = 3$, $b_0 = 2$, $d = -2.5$, $e = 0.3$, as in the simulation studies. We set $u_1 = 0$, $u_2 = 5$ in the prior for $\lambda$, to model the onset delay of the HRF in accordance to the characteristics of the specific experimental design. We ran the MCMC with 20,000 iterations, discarding the first 10,000 as burn-in. At each iteration the the Add, Delete, Swap steps for activation detection were repeated 12 times. As in Büchel and Friston (1997), we show results for slices containing the primary visual cortex (V1), the motion-selective cortical area (V5) and the posterior parietal cortex (PP), since neuroimaging studies have shown that these brain regions are activated by a stimulus with visual motion (Bushnell et al., 1981; Mountcastle et al., 1981; Treue and Maunsell, 1996). Structural MRI images of the slices are shown in the first row of Figure 8. We have obtained automatic gray matter segmentation on the structural images for V1, V5 and PP with SPM8, and applied our model only on the resulting images, comprising voxels likely to correspond to grey matter. Our matlab code performed 1000 MCMC iterations in 64 min for V1, 61 min for V5, and 30 min for PP, on a desktop computer with CPU 3.10GHz, and 4GB of RAM.

Figure 8 shows the posterior activation maps, obtained with our method, for the three slices under consideration. Figure 9 shows the posterior mean estimates of the $\beta$ and $\lambda$ parameters. In both figures, images in the first column refer to slice 17 (V1), containing the primary visual cortex, those in the second column to slice 19 (V5), containing the motion-selective cortical area and those in the third column to slice 36 (PP), containing the posterior parietal cortex. Brighter regions in the images denote higher probabilities, that is regions that are activated in response to the given “Attention” and “No Attention” visual stimulus. Activations appear to emerge mainly in the occipital lobe, which is known to be involved in the perception of visual motion. The positive values of the $\beta$ coefficients are consistent with the hypothesis that the BOLD response in that region should increase upon presentation of a visual stimulus. Figure 8 reports, for comparison, results from SPM8 obtained by fitting a GLM with an AR(1) noise, in which the regressor is convolved with a canonical HRF, and by carrying out the estimation via a two-sided Bayesian analysis with a GMRF prior. All methods appear to detect relevant activations in the designated areas, with activations that are mostly localized. We notice however that the detection is much sharper in our Bayesian maps, whereas the Bayesian analysis with SPM8 identifies wider areas as active.

Figure 10 shows the posterior clustering maps of the three slices under study and the posterior mean maps of the parameters $\psi$ and $\alpha$. These maps capture association of neural activity over time as a spatio-temporal clustering of distant voxels. Patterns of similar neuronal dynamics are clearly visible. A close inspection of the results suggests that the use of the long memory process to model the error term and the clustering induced by the DP prior improve the deconvolution of the signal and the noise and explain, at least partially, the sparser activation observed in our model with respect to the SPM8 fit. In addition, the estimates of the variance parameter $\psi$ and the decay parameter $\alpha$ in the middle and bottom
row of Figure 10 indicate that active voxels are characterized by relatively lower variance and increased auto-correlation of the time series. On the contrary, non-active voxels appear to be characterized by increased noise and are less dependent over time.

4. Discussion

In this paper we have introduced a novel wavelet-based Bayesian nonparametric regression model for the analysis of fMRI data. Our inferential strategy detects regions of the brain which exhibit neuronal activity in response to a stimulus, while simultaneously inferring the association, or clustering, of spatially remote voxels that exhibit fMRI time series with similar characteristics. Our model combines several features into a single framework. In the time dimension, we allow for correlated errors and then employ wavelet transforms. We also account for the estimation of a voxel dependent delay parameter of the hemodynamic response function. Furthermore, we describe patterns of similar neuronal dynamics via the clustering of the voxel time courses induced by a Dirichlet Process prior model. In the spatial dimension, we capture dependence among nearby voxels via a Markov Random Field prior. Our results on simulated data have shown that the proposed modeling strategy works well for both block and event-related experimental design.

Our results on real fMRI data have confirmed the autocorrelated nature of the data, as many of the cerebral responses have shown small estimated values of the long memory parameter $\alpha$. Other authors have compared estimation performances of models for fMRI data that make different assumptions on the error structure and have pointed out that models ignoring autocorrelation in the errors result in standard errors of the estimates that are inflated, see for example Friston and Penny (2003). In our approach, we have exploited the decorrelation properties of discrete wavelet transforms, well studied in the literature, to aid the inferential task. In all applications in the paper we have applied discrete wavelet transforms with Daubechies minimum phase wavelets with 4 vanishing moments. Ko and Vannucci (2006) and Jeong et al. (2013) have shown that wavelets with higher degrees of regularity produce slightly better estimates of the long memory parameter, as they ensure wavelet coefficients approximately uncorrelated. On the other hand, the support of the wavelets increases with the regularity and boundary effects may arise in the DWT, so a trade-off is often necessary.

Our model has employed a MRF prior distribution on the detection indicator, as a way to encourage activations to take place in regions of neighbouring voxels, penalizing detections in isolated voxels. MRF priors have been successfully used in a variety of applications, particularly for the analysis of genomic and imaging data. Care is needed in the specification of such priors, as allowing the smoothness parameter to vary can lead to the so-called phase transition, a situation in which the expected number of variables equal to 1 increases massively for small increments of the parameter, as described for example by Stingo et al. (2011). Phase transition has consequences such as the loss of model sparsity, and consequently a critical slow down of the MCMC, together with a higher number of falsely detected activations.

All the analyses have been conducted fitting our model on each separate slice, thus assuming a two-dimensional lattice. Slice-by-slice analyses are known to suffer from several
limitations. For example, interpretation might be hard as it may be difficult to combine the results from separate slices as well as relate the slices to meaningful regions of the brain. Furthermore, the magnitude of the estimates might vary largely across slides. In real studies, the voxels overlay a three-dimensional lattice. However, the use of a 3D Ising model presents itself with further modeling and computational challenges, in terms of hyperparameter selection and posterior computation. See, for example, Risser et al. (2009) and Vincent et al. (2010). Future work may consider extending our framework to the 3D analysis of a few specific brain regions. Further computational benefits may result by considering scalable approximate Bayesian inference, for example by resorting to Variational Bayes approaches as in Penny et al. (2003) and Roussous et al. (2012), and by exploring parallel computing, in particular by taking advantage of the Matlab built-in support for GPU computation, which will allow us to substantially speed-up expensive operations within a single MCMC iteration. Similarly, our approach can be extended to consider multiple signal coefficients per voxel by using priors that promote sparsity and allow to couple the regression parameters in space and/or time (see, for example, van Gerven et al., 2010; Babacan et al., 2012; Hernandez-Lobato, 2013).

A novel feature of our model is that we allow clustering of the time course responses of distant brain regions via a Dirichlet process (DP) prior. In our approach, the DP prior model induces a clustering of the voxels that exhibit time series signals with similar variance and long-memory behavior, as a way of capturing statistical association of neural activity over time. An interesting future direction is to explore extensions of our modeling strategy to multi-subject data, by using hierarchical Dirichlet Process priors that capture the correlation of voxel time courses across multiple subjects, therefore linking the same anatomical regions across subjects (see, for example, Sanyal and Ferreira, 2012).
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**Highlights**

Novel wavelet-based Bayesian nonparametric regression model for fMRI data.

Simultaneous detection of activated voxels and association of spatially remote voxels.

In the spatial domain, correlation is captured via a Markov Random Field prior.

In the time domain, voxels time series are clustered via a Dirichlet Process prior.

For both block- and event-related design.
Figure 1.
Graphical representation of the model. Each node in a circle refers to a parameter of the model, nodes in squares are observables. The link between two nodes represents a direct probabilistic dependence.
Figure 2. 
**Simulated data:** Time series fitting for one active voxel under (a) block and (b) event-related designs and for (c) one inactive voxel, with \((\psi, \alpha) = (1, 0.8)\). The continuous black curves represent the simulated time series and the dashed black curves the fitted responses.
Figure 3.
Simulated data with block design: (a) True map of the activation indicators $\gamma$; (b) Posterior activation map obtained by assigning value 1 to those voxels with $p(\gamma = 1|y) > 0.8$ and value 0 otherwise; (c) Posterior mean map of $\beta$; (d) Scatter plot of posterior mean estimates vs. true values for $\beta$; (e) Posterior mean map for $\lambda$; (f) same as (d) for $\lambda$. 
Figure 4.
*Simulated data with block design*: (a) Posterior clustering map - different colors correspond to different clustering allocations; (b) Posterior mean map of $\psi$; (c) Posterior mean map of $\alpha$. 
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Figure 5.

**Synthetic data:** (a) True map of $\gamma$; (b) First scan of our synthetic data. (c) Overlay on slice 27 of the posterior activation map obtained by assigning value 1 to those voxels with $p(\gamma_v = 1 | y) > 0.8$ and value 0 otherwise. (d) Result from SPM8; overlay on slice 27 of the posterior probability map of activation obtained with a Bayesian analysis, as described in the text and equation (16), and showing voxels with posterior probability greater than 0.999.
Figure 6. Synthetic data: (a) Posterior mean map of $\beta$; (b) Scatter plot of posterior mean estimates vs. true values of $\beta$; (c) same as (a) for $\lambda$; (d) same as (b) for $\lambda$. 
Figure 7.

Synthetic data: (a) Posterior clustering map - different colors correspond to different clusters; (b) posterior mean map of $\psi$; (c) posterior mean map of $\alpha$. 
Figure 8.
**Real fMRI data**: First row: Structural MRI images for (a) slice 17 (V1), containing the primary visual cortex; (b) slice 19 (V5), containing the motion-selective cortical area; (c) slice 36 (PP), containing the posterior parietal cortex. Second row: Posterior activation maps, obtained by assigning value 1 to those voxels with $p(γ_v = 1|y) > 0.9$, and value 0 otherwise. Third row: Overlay of PPMs obtained by a Bayesian analysis with SPM8, as described in the text and equation (16), showing voxels with posterior probability greater than 0.999.
Figure 9.

**Real fMRI data:** First row: Posterior mean maps of $\beta$ for (a) V1, (b) V5 and (c) PP. Second row: Posterior mean maps of $\lambda$ for (d) V1, (e) V5 and (f) PP.
Figure 10.

**Real fMRI data**: Posteriors of (a) V1, (b) V5, and (c) PP - different colors correspond to different clusters. Posteriors of $\psi$ for (d) V1, (e) V5 and (f) PP; Posteriors of $\alpha$ on (g) V1, (h) V5 and (i) PP.
### Table 1

**Simulated data**

Accuracy, Precision, false positive rates (FPR) and false negative rates (FPR) for different choices of the variance structure of the error term and different priors, for block design (B) and event-related design (E). The choice $\psi I_T$ corresponds to a model with an uncorrelated error. Results are percentages averaged over 30 replicated datasets.

<table>
<thead>
<tr>
<th></th>
<th>$\Sigma_\nu$</th>
<th>$\psi(2^\omega)^{-m}$ $IG(3, 2)$ × $Be(1, 1)$</th>
<th>$\psi(2^\omega)^{-m}$ $IG(3, 2)$ × $Be(2, 3)$</th>
<th>$\psi I_T$ $IG(3, 2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>93.24</td>
<td>93.33</td>
<td>87.09</td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>99.82</td>
<td>99.83</td>
<td>75.64</td>
<td></td>
</tr>
<tr>
<td>FPR</td>
<td>0.07</td>
<td>0.07</td>
<td>14.19</td>
<td></td>
</tr>
<tr>
<td>FNR</td>
<td>20.42</td>
<td>20.15</td>
<td>10.30</td>
<td></td>
</tr>
<tr>
<td><strong>E</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>91.54</td>
<td>91.50</td>
<td>86.77</td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>99.90</td>
<td>99.94</td>
<td>73.89</td>
<td></td>
</tr>
<tr>
<td>FPR</td>
<td>0.04</td>
<td>0.02</td>
<td>16.07</td>
<td></td>
</tr>
<tr>
<td>FNR</td>
<td>25.64</td>
<td>25.80</td>
<td>7.43</td>
<td></td>
</tr>
</tbody>
</table>
Table 2

Simulated data

Accuracy, precision, FPR, and FNR for different choice of true HRFs for block design (B) and event-related design (E).

<table>
<thead>
<tr>
<th>True HRF</th>
<th>Poisson</th>
<th>Canonical</th>
<th>Inverse Logit</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Accuracy</td>
<td>95.67</td>
<td>95.78</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>FPR</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>FNR</td>
<td>13.18</td>
<td>12.84</td>
</tr>
<tr>
<td>E</td>
<td>Accuracy</td>
<td>95.33</td>
<td>91.33</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>FPR</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>FNR</td>
<td>14.19</td>
<td>26.35</td>
</tr>
</tbody>
</table>
Table 3

Simulated data

Sensitivity Analysis on the parameter \( \tau \) (keeping fixed \( \eta = 1, d = -2.5, e = 0.3, a_0 = 3, b_0 = 2, a_1 = b_1 = 1 \)), for block design (B) and Event-related design (E). Results are in percentages.

<table>
<thead>
<tr>
<th></th>
<th>( \tau = 1 )</th>
<th>( \tau = 5 )</th>
<th>( \tau = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>94.33</td>
<td>93.78</td>
<td>92.67</td>
</tr>
<tr>
<td>B</td>
<td>Precision</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>FPR</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>FNR</td>
<td>17.23</td>
<td>18.92</td>
</tr>
<tr>
<td>Accuracy</td>
<td>92.33</td>
<td>91.00</td>
<td>90.56</td>
</tr>
<tr>
<td>E</td>
<td>Precision</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>FPR</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>FNR</td>
<td>23.31</td>
<td>27.36</td>
</tr>
</tbody>
</table>
Simulated data

Sensitivity Analysis on the parameter $d$ (keeping fixed $\eta = 1, \ e = .3, \ \tau = 5, \ a_0 = 3, \ b_0 = 2, \ a_1 = b_1 = 1$), for block design (B) and Event-related design (E). Results are in percentages.

<table>
<thead>
<tr>
<th></th>
<th>$d = -4.0$</th>
<th>$d = -2.5$</th>
<th>$d = -1.5$</th>
<th>$d = -1.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>91.78</td>
<td>93.78</td>
<td>94.44</td>
<td>94.22</td>
</tr>
<tr>
<td>Precision</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>98.80</td>
</tr>
<tr>
<td>FPR</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.50</td>
</tr>
<tr>
<td>FNR</td>
<td>25.00</td>
<td>18.92</td>
<td>16.89</td>
<td>16.55</td>
</tr>
<tr>
<td><strong>E</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>89.44</td>
<td>91.00</td>
<td>92.67</td>
<td>92.44</td>
</tr>
<tr>
<td>Precision</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>98.31</td>
</tr>
<tr>
<td>FPR</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.66</td>
</tr>
<tr>
<td>FNR</td>
<td>32.09</td>
<td>27.36</td>
<td>22.30</td>
<td>21.62</td>
</tr>
</tbody>
</table>
### Simulated data

Sensitivity Analysis on the parameter $e$ (keeping fixed $\eta = 1, d = -2.5, a_0 = 3, b_0 = 2, a_1 = b_1 = 1$), for block design (B) and Event-related design (E). Results are in percentages.

<table>
<thead>
<tr>
<th></th>
<th>$e = 0.10$</th>
<th>$e = 0.30$</th>
<th>$e = 0.50$</th>
<th>$e = 0.65$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>92.78</td>
<td>93.78</td>
<td>94.33</td>
<td>94.56</td>
</tr>
<tr>
<td>Precision</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>99.60</td>
</tr>
<tr>
<td>FPR</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.17</td>
</tr>
<tr>
<td>FNR</td>
<td>21.96</td>
<td>18.92</td>
<td>17.23</td>
<td>16.22</td>
</tr>
<tr>
<td><strong>E</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>90.22</td>
<td>91.00</td>
<td>91.89</td>
<td>93.67</td>
</tr>
<tr>
<td>Precision</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>FPR</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>FNR</td>
<td>29.73</td>
<td>27.36</td>
<td>24.66</td>
<td>19.26</td>
</tr>
</tbody>
</table>
Table 6

**Synthetic data**

Comparison of accuracy, FPR, and FNR of our model with SMP8. Results are in percentages.

<table>
<thead>
<tr>
<th></th>
<th>Our Model</th>
<th>SPM (0.99)</th>
<th>SPM (0.999)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>99.86</td>
<td>96.35</td>
<td>97.53</td>
</tr>
<tr>
<td>Precision</td>
<td>100.00</td>
<td>85.16</td>
<td>98.76</td>
</tr>
<tr>
<td>FPR</td>
<td>0.00</td>
<td>1.41</td>
<td>0.10</td>
</tr>
<tr>
<td>FNR</td>
<td>1.52</td>
<td>25.25</td>
<td>25.25</td>
</tr>
</tbody>
</table>