Measurement of the $t\bar{t}$ production cross section in the all-jet final state in pp collisions at $\sqrt{s} = 7$ TeV
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ABSTRACT: A measurement is presented of the $t\bar{t}$ production cross section ($\sigma_{t\bar{t}}$) in proton-proton collisions at a centre-of-mass energy of 7 TeV, in the all-jet final state that contains at least six jets, two of which are tagged as originating from $b$ quarks. The data correspond to an integrated luminosity of 3.54 fb$^{-1}$, collected with the CMS detector at the LHC. The cross section is determined through an unbinned maximum likelihood fit of background and $t\bar{t}$ signal to the reconstructed mass spectrum of $t\bar{t}$ candidates in the data, in which events are subjected to a kinematic fit assuming a $t\bar{t} \to W^+bW^-\bar{b} \to 6$ jets hypothesis. The measurement yields $\sigma_{t\bar{t}} = 139 \pm 10 \text{(stat.)} \pm 26 \text{(syst.)} \pm 3 \text{(lum.)} \text{ pb}$, a result consistent with those obtained in other $t\bar{t}$ decay channels, as well as with predictions of the standard model.
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1 Introduction

Precise measurements of the top-quark pair (t¯t) production cross section (σt¯t), especially in
different final states, in proton-proton (pp) collisions at the Large Hadron Collider (LHC)
provide important checks of perturbative quantum chromodynamics (QCD) and therefore
of the standard model (SM). Such studies are also of value in estimating backgrounds in
searches for new physics. First measurements from pp collisions in 2010 at a centre-of-
mass energy of \( \sqrt{s} = 7 \) TeV, based on an integrated luminosity of 3 pb\(^{-1}\), were reported
by the CMS [1] and ATLAS [2] experiments. Subsequent measurements, based on all
the data collected in 2010, corresponding to an integrated luminosity of approximately
36 pb\(^{-1}\) were performed in the dilepton (t¯t → W\(^+\)bW\(^-\) → ℓ\(^+\)νℓbℓ\(^-\)νℓb) [3, 4] and in the
lepton+jets channels (W\(^+\)bW\(^-\) → ℓ\(^+\)νℓbqq′b + charge conjugate states), both with [5,
6] and without [6, 7] the use of b tagging. Measurements using data collected in 2011,
corresponding to integrated luminosities between 0.7 and 2.3 fb\(^{-1}\), were also reported in
lepton+jets and dilepton channels for contributions from \( \tau \rightarrow \text{hadrons} + \nu_\tau \) decays [8–10],
as well as from final states containing just electrons or muons [11–13].

This Letter presents the first measurement of the t¯t production cross section in proton-
proton collisions at \( \sqrt{s} = 7 \) TeV in the all-jet decay channel (W\(^+\)bW\(^-\) → q\(\bar{q}\)′bqq′′b) by
the CMS collaboration. The measurement is complementary to the previous measurements
of $\sigma_{t\bar{t}}$, and is therefore interesting in its own right. The all-jet final state has a far larger yield of $t\bar{t}$ events than the dilepton or lepton+jets channels. Moreover, it does not suffer from the presence of neutrinos of large transverse momentum $p_T$ that escape detection. However, with only jets in the final state, this channel is dominated by background from generic multijet (MJ) production. The main analysis is based on a reconstruction of the candidate events through a kinematic fit to the $t\bar{t}$ hypothesis. An alternative measurement is performed using a neural-network-based selection and a different model for background.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid, 13 m in length and 6 m in diameter, which provides an axial magnetic field of 3.8 T. The bore of the solenoid is outfitted with various particle detection systems. Charged-particle trajectories are measured with silicon pixel and strip trackers, covering $0 < \phi < 2\pi$ in azimuth and $|\eta| < 2.5$ in pseudorapidity, where $\eta$ is defined as $-\ln (\tan \theta/2)$, with $\theta$ being the polar angle of the trajectory of the particle with respect to the anticlockwise beam direction. A lead tungstate crystal electromagnetic calorimeter and a brass/scintillator hadronic calorimeter surround the tracking volume. The calorimetry provides excellent resolution in energy for electrons and jets of hadrons within $|\eta| < 3.0$. Muons are measured up to $|\eta| < 2.4$ using gas-ionisation detectors embedded in the steel return yoke outside the solenoid. The detector is nearly hermetic, providing accurate measurements of any imbalance in momentum in the plane transverse to the beam direction. A two-level trigger system selects the pp final states pertinent to this analysis. A detailed description of the CMS detector is available in ref. [14].

3 Data and simulation

The data correspond to an integrated luminosity of 3.54 fb$^{-1}$ collected in 2011. Two multijet triggers are used in this analysis. The first requires the presence of at least four jets in the calorimeter, each with $p_T > 50$ GeV/c, and a fifth jet with $p_T > 40$ GeV/c. The second trigger, intended for coping with the higher instantaneous luminosities in the latter stages of the data taking period, requires an additional sixth jet with $p_T > 30$ GeV/c. Data taken beyond the initial 3.54 fb$^{-1}$ in 2011 are not used in this analysis because a more-restrictive trigger implemented for highest luminosities greatly reduced the gain in the number of selected $t\bar{t}$ events. The efficiencies for the two triggers are determined from events that pass a prescaled trigger with a less-restrictive requirement of at least four jets with $p_T > 40$ GeV/c that is highly efficient for $t\bar{t}$ signal, as estimated from $t\bar{t}$ Monte Carlo (MC) simulation. Trigger efficiencies are defined by the number of such events that pass the two tighter trigger requirements for the offline selection criteria described in section 4, relative to the number that pass just the offline selections. The combined trigger efficiency for $t\bar{t}$ signal for data is $96^{+4}_{-5}\%$, and $99.7^{+0.3}_{-0.4}\%$ for the MC simulation described below, where the uncertainties are purely statistical for the MC, and mainly systematic for the data (see section 6).
The simulated $t\bar{t}$ events are generated considering QCD matrix elements with up to three additional final-state partons, using MadGraph v5.1.1.0 [15] interfaced to the Pythia v6.424 MC generator [16] for providing perturbative quantum-chromodynamic parton showering. The value of the top-quark mass in the MC is $m_t = 172.5 \text{GeV}/c^2$, and the proton structure is described by the parton distribution functions (PDF) CTEQ6L1 [17]. The Z2 tune\(^1\) is used to characterise the underlying event. The simulation includes the effects of the presence of additional, overlapping minimum-bias pp interactions (pileup) and a weighting procedure ensures that the pileup profile in the simulated events matches the one inferred from data with an average number of eight additional pileup events. Multijet events are simulated using the leading-order (LO) QCD Pythia MC, and are used to check the validity of the method of analysis. However, the background from such generic multijet events is estimated from data through events in the sidebands of the signal to represent better the multijet component within the signal-dominated region.

4 Event selection

Offline collections of reconstructed particles are produced using a particle-flow (PF) algorithm [18, 19]. Jets are clustered together from the PF particles using the anti-$k_T$ jet algorithm [20], implemented through FastJet v2.4.2 [21] with a distance parameter of $R = 0.5$. The PF particles can be charged or neutral hadrons, electrons, photons, or muons. By combining information from all subdetectors, the PF technique reduces considerably the size of energy corrections required for otherwise reconstructed jets. Another advantage of this technique is that it also reduces the impact of event pileup at large luminosities by discarding contributions from charged particles associated with other than the primary and secondary vertices of the most energetic pp interaction, defined by the largest value of the sum of $\sum p_T^2$ over all the associated tracks. Effects from pileup, including that of energy deposition from neutral hadrons, are reduced further by using the FastJet pileup subtraction procedure [22, 23]. To minimise contamination from jet candidates generated through electronics noise or from electrons reconstructed as jets, evidence must be present of energy deposition in the calorimeter that can be attributed to charged hadrons originating from the jet, and no more than 99% of the jet energy can be attributed to a combination of photons, electrons, and neutral hadrons.

Since this analysis focuses on purely hadronic decays of the $t\bar{t}$ system, with each top quark producing a minimum of three jets ($t \rightarrow bW \rightarrow b\pi q'q''$) in the final state, candidate events are required to have at least four jets with $p_T > 60 \text{GeV}/c$, a fifth jet with $p_T > 50 \text{GeV}/c$, and a sixth jet with $p_T > 40 \text{GeV}/c$. All jets must be observed within $|\eta| < 2.4$, which corresponds to a fiducial region in the inner tracker acceptance. Additional jets are considered for use in the kinematic fit described later (section 4.1) if they have $p_T > 30 \text{GeV}/c$ and $|\eta| < 2.4$.

Jets originating from bottom quarks are classified as $b$-tagged jets through an algorithm based on the reconstruction of secondary vertices [24]. Only secondary vertices with at

\(^1\)The Pythia6 Z2 tune is identical to the Z1 tune described in [30] except that Z2 uses the CTEQ6L1 parton distribution functions while Z1 uses CTEQ5L.
least three tracks are considered for designation as b jets. A discriminant \( d_B \) reflects the significance of the decay length (the distance between the primary and secondary vertices) in each event. A restrictive working point chosen for this algorithm, with discriminant value of \( d_B > 2.0 \), provides an efficiency of \( 47 \pm 1\% \) for tagging b quarks (as determined from data), and a ‘mistag’ rate of \( 0.12 \pm 0.01\% \) for misidentifying all lighter (up, down, and strange) quarks and gluons, as b jets. The misidentification rate for charm-quark induced jets is higher than for jets induced by lighter quarks or gluons, and treated separately in the evaluation of systematic uncertainty in the tagging of b jets, with at least two b-tagged jets required in each event.

4.1 Kinematic fit

For the final selection of candidate \( t\bar{t} \) events, a kinematic least-squares (\( \chi^2 \)) fit [25, 26] is performed to the \( t\bar{t} \) hypothesis. It exploits the characteristic topology of top-quark events, i.e. the presence of two W bosons that are each reconstructed from the untagged jets and constrained to their accepted mass of 80.4 GeV/c² [27], and two top quarks reconstructed from the W bosons and the b-tagged jets. The masses \( m_t \) of the two top quarks are assumed to be equal, but are not fixed to a specific value so as to use the \( m_t \) distribution to extract an unbiased \( t\bar{t} \) signal, as discussed in section 5.

To find the most likely combination of six jets, their four-momenta are fitted to the \( t\bar{t} \) final state for each experimentally distinguishable permutation, using all jets in each event that pass the above selection criteria. All b-tagged jets are taken as bottom-quark candidates, and the remaining jets as light-quark candidates. At least two b-tagged and four untagged jets are needed for the fit. For events containing just six jets, two of which are b-tagged, there are six distinguishable jet combinations. When there are more than six jets present in an event, all possible combinations are considered in the kinematic fitting procedure. If the fit converges for more than one of the possible jet permutations, the one with smallest \( \chi^2 \) is chosen to represent that event. After the kinematic fit, all events with a fit probability of \( P(\chi^2) > 0.09 \) are accepted for further consideration. This cutoff is chosen as it is found to give the smallest combined systematic and statistical uncertainty in simulation.

The kinematic fit to the \( t\bar{t} \) hypothesis assumes Gaussian resolutions for jet energies, pseudorapidities, and azimuthal angles, that are determined separately for jets originating from light and bottom quarks in MC simulated \( t\bar{t} \) events. The resolutions depend on jet energy and pseudorapidity, and are corrected for any differences observed between the data and MC simulation [28].

The number of events remaining in the data after each consecutive selection, and the expected fraction of \( t\bar{t} \) signal, for a \( t\bar{t} \) production cross section of 163 pb [29], are given in table 1.

5 Extraction of \( t\bar{t} \) signal

The number of \( t\bar{t} \) events remaining after final selections is determined through an unbinned maximum likelihood fit of contributions from \( t\bar{t} \) signal and MJ background (obtained from
Table 1. Number of events and the expected fraction of $t\bar{t}$ events in the data for $\sigma_{t\bar{t}} = 163$ pb, following each consecutive selection. The expected $t\bar{t}$ fractions are taken from simulation.

<table>
<thead>
<tr>
<th>Selection</th>
<th>Events</th>
<th>Fraction of $t\bar{t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>At least 6 jets</td>
<td>786741</td>
<td>0.02</td>
</tr>
<tr>
<td>At least two b-tags</td>
<td>21783</td>
<td>0.18</td>
</tr>
<tr>
<td>Kinematic fit</td>
<td>3136</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Figure 1. Results of a fit of contributions from a MC $t\bar{t}$ component (dashed line) and MJ background estimated from data (dotted line) to the distribution of the reconstructed top-quark mass in the data. The uncertainty in the signal fraction represents just the statistical uncertainty obtained from the fit.

The background from multijet production is estimated from data containing $\geq 6$ jets using the same criteria as detailed in section 4 except for the b-tagging requirement (786741 events, as indicated in table 1). However, as properties of b-tagged and untagged jets differ, those events in this sample that do not have b-tagged jets are weighted to reproduce the distributions appropriate for b-tagged jets from MJ background in the b-tagged $t\bar{t}$-candidate data sample. This is done through the jet-tag-rate ratio:

$$\mathcal{R}(p_T, |\eta|) = \frac{N(p_T, |\eta|, d_B > 2)}{N(p_T, |\eta|, d_B < 2)},$$

(5.1)
which indicates the relative dependence on jet $p_T$ and jet $|\eta|$ of b-tagged jets and untagged jets in $\geq 6$-jet MJ events. The numerator reflects the number of b-tagged jets in the MJ data, and the denominator is the number of untagged jets in the same MJ data. The jet-tag-rate ratio $R$ is not corrected for contamination of the MJ sample by $t\bar{t}$ events, as the effect on the signal fraction is below the percent level.

The kinematic fit to the $t\bar{t}$ hypothesis is then implemented in the $\geq 6$-jet MJ events that do not have b-tagged jets, assuming each jet to be a candidate for a b quark, and an event weight is calculated for each fitted permutation of jets with $P(\chi^2) > 0.09$:

$$w = R(p_T^{b}, |\eta^{b}|) \times R(p_T^{\bar{b}}, |\eta^{\bar{b}}|)$$

for the two jets assigned as b and $\bar{b}$ quarks in the kinematic fit. This method yields a total of 1,276,204 combinations, which after the weighting with $w$, provides an estimate of the background from MJ events that contain two jets that pass the b-tagging requirement for selection as $t\bar{t}$ candidates. This is the distribution for the MJ background shown in figure 1. The correction to the distribution due to the application of event weights is typically smaller than the systematic uncertainty assigned to it (see section 6).

As the above method is based on properties of single jets, it does not account for any correlations in the background from gluons splitting into b and $\bar{b}$ quarks. Nevertheless, it appears that these correlations may be negligible as, after subtracting the $t\bar{t}$ component from the $t\bar{t}$ candidate sample, there are no significant correlations observed between the fitted top-quark mass for the remaining reconstructed events and the weighted kinematic distributions for the bottom quarks.

The method is checked by extracting the dependence of $R(p_T, |\eta|)$ in MC-generated multijet events. Proceeding as before, new weights are applied to simulated events that contain $\geq 6$ jets, but no b-tagged jets. A comparison of the distributions for $m_t$ reconstructed in kinematic fits of such MC-weighted events with results of kinematic fits to MJ MC events that pass $t\bar{t}$ selections is given in figure 2(left). The two distributions are in agreement, thereby confirming the consistency of the method chosen to estimate multijet background in $t\bar{t}$ candidate events.

6 Systematic uncertainties

To determine the systematic uncertainties in the measured cross section, modified samples of simulated events are reanalysed to gauge the impact of changes in the modified parameters. Using MC pseudo-experiments based on the fitted fractions of $t\bar{t}$ signal and background, we determine the impact on $\sigma_{t\bar{t}}$ of a change in the value of each parameter (e.g. efficiency, signal fraction, or scale of QCD) as described below.

**Jet energy scale.** The uncertainty from ambiguities in jet energy scale is assessed by shifting the jet energy by $\pm 1$ standard deviation (SD) relative to the nominal value, as a function of jet $p_T$ and $\eta$. The method is described in ref. [28], and is applied with updated values appropriate for these data. The uncertainties in jet energy scale per jet range from 2.0% to 3.4%.
Background contribution. The systematic uncertainty associated with the normalisation of the background is well within the statistical uncertainty of the fit in figure 1. The uncertainty from the distribution of the background as a function of $m_t$ is determined using a Γ function fitted to the background distribution estimated from the MJ data. The parameters of the Γ function are changed by half of the difference in the fitted parameters of the Γ functions for the background estimates obtained from the MJ data and that from the MC simulation, both shown in figure 2(right).

Tagging of b jets. To evaluate the impact of the uncertainty in b tagging on the efficiency of the event selection, the b-tagging efficiency and mistag rate are changed by ±1 SD, corresponding to changes of ≈2% and ≈9% in their values respectively [24]. When propagated to $\sigma_{t\bar{t}}$, they change the cross section by ±6% (cf. table 2).

Renormalisation and factorisation scale. To study the dependence of the analysis on the renormalisation and factorisation scales ($\mu$) used in the $t\bar{t}$ MC simulation, the nominal common value $\mu = Q$ for the hard scattering ($Q^2 = m_t^2 + \sum p_T^2$, where the sum is over all additional final state partons) and for parton showering are simultaneously changed by a factor 0.5 and 2.0. This also reflects the uncertainty in the amount of initial and final-state radiation for changes in the strong coupling constant $\alpha_s$ in parton showering by a factor 0.5 and 2.0.

Tune for underlying event. The uncertainty in the modeling of the underlying event is based on a comparison of the two PYTHIA tunes Z2 and D6T [30], with Z2 as the

Figure 2. (Left) Comparison of the distribution in reconstructed $m_t$ for MJ MC events that pass selections for $t\bar{t}$ candidates (black circles) to weighted events that fail $t\bar{t}$ selections (thick line). The width of the (narrow) band indicates the 68% CL of statistical uncertainty. (Right) Comparison of the distributions in $m_t$ for MJ background estimated from the data and from the simulation, with Γ functions fitted to each set of points.
default tune for this measurement. The uncertainty is defined by half of the difference between the values obtained with these two tunes.

**Trigger.** The trigger efficiency of 96% observed in the data (section 3) is changed by −5% and +4%. These standard deviations are determined by emulating the two triggers used in the subsequent data-taking periods. The energy of the jets reconstructed at the trigger level is also changed by ±1 SD, which reflects the absolute uncertainty in the jet energy scale for calorimeter jets [28], and provides the ±1SD limits of uncertainty for trigger efficiencies. Using this procedure, the uncertainties in trigger efficiency are determined in both data and simulation, and are propagated to σ_{t\bar{t}}.

**Jet energy resolution.** The jet energy resolution in simulated events is changed by ±10% for |η| < 1.5, ±15% for 1.5 < |η| < 2.0, and ±20% for |η| > 2.0. The uncertainty is defined by the difference in σ_{t\bar{t}} for the ±1SD excursions in resolution relative to the nominal values [28].

**Matching of parton showers to matrix elements.** The threshold of the matching scale used for interfacing the matrix elements generated with MADGRAPH and PYTHIA parton showering in simulating t\bar{t} events is changed from the default value of 20 GeV to 10 GeV and to 40 GeV, and propagated to σ_{t\bar{t}}.

**Mass of the top quark.** The influence of the value of m_{t} is estimated by shifting m_{t} in the t\bar{t} simulation from the nominal 172.5 GeV/c^2 by ±0.9 GeV/c^2, the uncertainty in the currently accepted value of m_{t} [31].

**Pileup.** The effect of pileup from simultaneous pp interactions is evaluated by superimposing additional minimum-bias events on the simulated signal (on average, ≈8 observed in the data). To account for uncertainties associated with the measured total inelastic pp cross section, the mean number of observed interactions, and the weighting procedure, the average number of additional pileup events is changed by ±8%, and the impact of the changes extrapolated to σ_{t\bar{t}}.

**Luminosity.** The total integrated luminosity is determined with a precision of ±2.2% [32].

An overview of the different uncertainties contributing to σ_{t\bar{t}} is given in table 2. All uncertainties are reasonably symmetric around the mean value of σ_{t\bar{t}}. They are therefore averaged and presented as symmetrical excursions about the extracted value of σ_{t\bar{t}}. The total uncertainty is obtained by summing the individual uncertainties in quadrature.

### Results

The t\bar{t} production cross section, as measured in the all-jet final state, is given by:

\[ \sigma_{t\bar{t}} = \frac{f_{\text{sig}} \cdot N}{\epsilon \cdot L_{\text{int}}}, \]  

where \( f_{\text{sig}} \) is estimated from the fit in figure 1. The total number of candidate events is \( N = 3136 \), as given in table 1. The efficiency for selecting t\bar{t} events as determined
from simulation is $\epsilon = 0.22\%$ and refers to all possible $t\bar{t}$ final states. The latter, which is small mainly due to the restrictive jet-$p_T$ selection criteria, includes correction factors for $b$-tagging efficiency, mis-tag rate, and trigger efficiency, all obtained from data. The integrated luminosity of the data sample is $L_{\text{int}} = 3.54 \text{ fb}^{-1}$. These values yield a $t\bar{t}$ production cross section for an assumed top-quark mass of $m_t = 172.5 \text{ GeV}/c^2$ of:

$$\sigma_{t\bar{t}} = 139 \pm 10 \text{ (stat.)} \pm 26 \text{ (syst.)} \pm 3 \text{ (lum.)} \text{ pb}, \quad (7.2)$$

which corresponds to a total uncertainty of $\pm 20\%$, with the individual contributions listed in Table 2.

8 Alternative analysis using a neural-network-based selection

A separate measurement of $\sigma_{t\bar{t}}$ is also performed as a cross-check. The kinematic properties of signal and background events are used to develop selection criteria based on a neural-network (NN) procedure, which is expected to be less sensitive to the jet energy scale (JES). In addition, the MJ background is estimated using a model that takes account of correlations between jets that pass $b$-tagging criteria.

The NN is trained on a set of simulated $t\bar{t}$ events with jet multiplicities of $6 \leq N_{\text{jet}} \leq 8$ (using the same criteria of section 4) and an equal number of MJ events of same range in jet multiplicity that have a greatly reduced $t\bar{t}$ component relative to background. Six variables are used to train the neural network. One, called centrality, is defined as the ratio of the scalar sum of the transverse energies ($E_T = E \sin \theta$) of the jets to the invariant mass of the multijet system (MJS). Another variable is the aplanarity, defined as $\frac{2}{3}Q_1$, where $Q_1$ is the smallest of the three normalised eigenvalues of the sphericity tensor $M_{ab} = \sum_j p_a^j p_b^j$, calculated in the centre-of-mass of the MJS, where $a$ and $b$ reflect the three spatial
components of the momentum of each jet $p_T$. The remaining variables are defined by the ratio of $E_T$ values of the two jets of largest $E_T$ to the scalar sum of the transverse energies of all jets, the transverse energies of these jets multiplied by $\sin^2 \theta^* \,(\theta^* \text{ being the angle between the jet and the beam axis in the centre-of-mass of the MJS)}$, and the average of the scalar quantity $E_T \sin^2 \theta^*$ for the remaining jets. The output of the neural network ($\text{NN}_{\text{out}}$), shown in figure 3(left), is used to enhance the $t\bar{t}$ signal purity by requiring $\text{NN}_{\text{out}} > 0.65$. To compensate for this restrictive selection, a more efficient b-tagging algorithm is used \cite{24} in this analysis, requiring the b-jet discriminant $d'_B$ for the track in the jet with an impact parameter of next-to-highest significance to be $d'_B > 3.3$, which improves by about 30% the b-tagging efficiency. Candidate events are required to have at least two such b-tagged jets.

The multijet background estimate is obtained from the data, inferring it from a sample of events with just five jets. The probability of any two jets in the background sample to pass the b-tag condition for the $t\bar{t}$ candidate selection is defined relative to pairs of jets that both pass a looser b-tag requirement ($d'_B > 1.7$). This probability is defined by the ratio

$$R_{\text{MM}}^{\text{LL}}(\langle p_T \rangle , \langle |\eta| \rangle , \Delta R) = \frac{N(\langle p_T \rangle , \langle |\eta| \rangle , \Delta R , d'_B > 3.3)}{N(\langle p_T \rangle , \langle |\eta| \rangle , \Delta R , d'_B > 1.7)},$$

parameterised in terms of the average transverse momentum $\langle p_T \rangle$ of the two jets, the average of the absolute values of the two pseudorapidities $\langle |\eta| \rangle$, and the $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \varphi)^2}$ separation between the two jets. The expected background from pairs of b-tagged jets is obtained by weighting each pair of less restrictive b-tags with the corresponding $R_{\text{MM}}^{\text{LL}}$.

The top-quark mass is reconstructed from a kinematic fit, with minor modifications with respect to the one described in section 4.1. All permutations where two b-tagged jets are associated to the $b$ quarks are considered. To increase $t\bar{t}$ purity and reduce false

---

**Figure 3.** (Left) Neural network output for the $t\bar{t}$ MC and multijet background components shown normalised to unity. (Right) Result of a fit of contributions from a MC $t\bar{t}$ component (dashed line) and MJ background estimated from data (dotted line) to the distribution of the reconstructed top-quark mass in the data.
permutations, a cut is made on the quality of the fit and on the separation between the two b-tagged jets, $\Delta R > 1.5$. Following event selection, 3571 events remain in the sample, corresponding to 4329 fitted $m_t$ values. The expectation for $m_t$ in $t\bar{t}$ events is acquired directly from simulation, while the MJ background is obtained from data, as described above, but correcting for the presence of $t\bar{t}$ events in the background sample. Finally, the cross section is extracted from a binned maximum likelihood fit of these two contributions to the data, see figure 3(right). The measured cross section is $\sigma_{t\bar{t}} = 114 \pm 15\,\text{(stat.)} \pm 27\,\text{(syst.)} \pm 3\,\text{(lum.)}\,\text{pb}$, with a signal fraction of $30 \pm 4\%$.

The obtained value for the cross section is well within 2 SD of that measured in the main analysis. Considering the difference in event selections, the two measurements can be regarded as compatible. However, the results are also partly independent, which implies that they could be combined to improve the uncertainty on the cross section. For instance, the uncertainty associated with JES is about 40% smaller for the alternative method. However, the statistical uncertainty on the second result is larger, which reflects the fact that this analysis has more background and less difference in the distributions of $m_t$ for signal and background events. Because of that poorer statistical significance, the second result is not combined with that from the main analysis.

9 Summary

Assuming a top-quark mass of 172.5 GeV/$c^2$, a first measurement of the $t\bar{t}$ production cross section in the all-jet channel at $\sqrt{s} = 7$ TeV yields $\sigma_{t\bar{t}} = 139 \pm 10\,\text{(stat.)} \pm 26\,\text{(syst.)} \pm 3\,\text{(lum.)}\,\text{pb}$.

This result is consistent within 2 SD of an alternative analysis using a neural-network-based selection, and with previous CMS measurements in dilepton and lepton+jets final states, as well as with the predictions of the standard model. The most precise single CMS measurement is currently in the dilepton channel and provides $\sigma_{t\bar{t}} = 161.9 \pm 2.5\,\text{(stat.)}^{+5.1}_{-5.0}\,\text{(syst.)} \pm 3.6\,\text{(lum.)}\,\text{pb}$ [12]. Two predictions of the SM based on approximate next-to-next-to-leading-order calculations yield $\sigma_{t\bar{t}} = 164^{+10}_{-13}\,\text{pb}$ [33] and $\sigma_{t\bar{t}} = 163^{+11}_{-10}\,\text{pb}$ [29].

This measurement complements the set of CMS measurements of $t\bar{t}$ production at the LHC.
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