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The CMS collaboration

E-mail: cms-publication-committee-chair@cern.ch

ABSTRACT: The underlying event activity in proton-proton collisions at forward pseudorapidity (−6.6 < η < −5.2) is studied with the CMS detector at the LHC, using a novel observable: the ratio of the forward energy density, dE/dη, for events with a charged-particle jet produced at central pseudorapidity (|η_{jet}| < 2) to the forward energy density for inclusive events. This forward energy density ratio is measured as a function of the central jet transverse momentum, p_T, at three different pp centre-of-mass energies (√s = 0.9, 2.76, and 7 TeV). In addition, the √s evolution of the forward energy density is studied in inclusive events and in events with a central jet. The results are compared to those of Monte Carlo event generators for pp collisions and are discussed in terms of the underlying event. Whereas the dependence of the forward energy density ratio on jet p_T at each √s separately can be well reproduced by some models, all models fail to simultaneously describe the increase of the forward energy density with √s in both inclusive events and in events with a central jet.
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1 Introduction

Particle production in soft, nondiffractive inelastic collisions between hadrons is characterized by a particle density that is uniform in rapidity within a rapidity range proportional to $\ln s$, where $\sqrt{s}$ is the centre-of-mass energy of the collision (see, e.g., [1, 2]). The particle density and the average momentum per particle slowly increase with $s$, and, as a consequence, the energy density per unit of rapidity is expected to show an approximately logarithmic increase with $s$ [3].

This picture changes when a hard scattering occurs in the collision, resulting in two back-to-back, large transverse-momentum ($p_T$) jets. These are accompanied by hadronic activity due to initial- and final-state parton showers. In the commonly used DGLAP approach [4–7], the transverse momentum $k_T$ of these parton showers increases as their rapidity approaches the rapidity of the partons emerging from the hard interaction. Alternative models for parton dynamics, such as BFKL [8–10] or CCFM [11–14], however, also allow large-$k_T$ parton emissions far away from the hard scatter, thus yielding a larger energy density at rapidities well separated from the high-$p_T$ jets. Additionally, the incoming particle remnants may re-scatter and fragment, thereby producing a final state similar to that of soft collisions. Parton showers and remnant interactions form the so-called underlying event.
Previous studies [15–19] typically separate hadronic activity due to the underlying event from activity resulting from the hard scattering by dividing the azimuthal plane into the so-called toward, transverse, and away regions with respect to the direction of the highest-$p_T$ jet. The hadronic activity in the transverse region is then assumed to be dominated by the underlying event, while the toward and away regions are also populated by the jets. A complementary method, followed in this paper, consists of studying the hadronic activity in a region far away in rapidity from the hard-scattering products. The toward, transverse, and away regions are then all dominated by the underlying event.

In the present paper, the underlying event activity is studied at forward pseudorapidity ($−6.6 < \eta < −5.2$) in a novel way by measuring the ratio of the forward energy density per unit of pseudorapidity for events with a charged-particle jet produced at central pseudorapidity ($|\eta^{\text{jet}}| < 2$) to the forward energy density for inclusive, dominantly nondiffractive, events. This energy density ratio is measured as a function of the jet transverse momentum at three different proton-proton centre-of-mass energies ($\sqrt{s} = 0.9, 2.76,$ and $7 \text{ TeV}$). In addition, the relative increase of the forward energy density as a function of centre-of-mass energy is presented for inclusive events and for events with a central charged-particle jet. This extends the study of the forward energy density in the pseudorapidity range $3 < |\eta| < 5$ published in [20] to a previously unexplored region.

The paper is structured as follows. A discussion of the phenomenology of the underlying event is given in section 2. Monte Carlo (MC) simulation programs used to correct data for detector effects and to compare models to corrected data are discussed in section 3. Section 4 gives a short description of the CMS detector. The analysis is discussed in sections 5 and 6. Section 7 describes the investigation of systematic uncertainties. Results are discussed in section 8 and a summary is given in section 9.

2 Phenomenology of the underlying event

One theoretical framework used to describe the underlying event is the multiple-parton interaction (MPI) model, which assumes that parton interactions occur in addition to the primary hard scattering. These additional interactions are softer than the primary one, but still perturbatively calculable.

The requirement of jets in the final state selects, on average, collisions with a smaller impact parameter [21, 22]. In the MPI model as implemented in PYTHIA 6 [23], this correlation is realised by a suppression factor of low-$p_T$ parton interactions at small impact parameter. Such central collisions have a larger overlap of the matter distributions of the colliding hadrons and are therefore more likely to have many parton interactions. The comparison of particle and energy densities between events with hard jets in the final state and inclusive events thus yields information on underlying events with many parton interactions relative to those with few of them.

Figure 1 shows the result of a simulation based on the D6T underlying event tune [24, 25] of the PYTHIA 6 generator. Although it is not the best tune to describe early measurements of the underlying event activity at the Large Hadron Collider (LHC), this tune is used here because it yields a large number of MPIs, which results in an enhanced effect.
Figure 1. The energy density $dE/d\eta$ in the pseudorapidity region $-6.6 < \eta < -5.2$, obtained with 

pythia 6 D6T, is plotted as a function of $\sqrt{s}$, for inclusive, nondiffractive events (a) and for events

with a central ($|\eta| < 2$) hard parton interaction with transverse momentum transfer, $\hat{p}_T$, above a

given threshold (b). The ratios of the plots in (a) and (b) are shown in (c).

on the forward energy density. Other tunes show a similar, albeit somewhat reduced, behaviour. Figure 1a shows the energy density, $dE/d\eta$, for $-6.6 < \eta < -5.2$, as a function of $\sqrt{s}$ for inclusive events. Figure 1b shows the energy density for events with a central ($|\eta| < 2$) hard parton interaction with transverse momentum transfer, $\hat{p}_T$, above 10 or 25 GeV/c. Finally, figure 1c shows the ratio of these two distributions, henceforward called the “hard-to-inclusive forward energy ratio”.

It can be seen that the energy density in inclusive events is only slightly affected by the presence of MPIs. This is not the case in events with a hard parton interaction at large $\sqrt{s}$, where a large increase of the energy density is predicted when including MPIs. Moreover, this increase is roughly independent of $\hat{p}_T$, indicating that collisions are already central for $\hat{p}_T > 10$ GeV/c. Finally, the hard-to-inclusive forward energy ratio would be close to unity in the absence of MPIs. With MPIs, however, the ratio is substantially higher than 1 at
large $\sqrt{s}$, while it drops below 1 at small $\sqrt{s}$. This last observation points to a depletion of the energy of the proton remnant in events with hard central jets. Indeed, at $\sqrt{s} = 0.9$ TeV, the proton remnant has a rapidity $y = \ln(\sqrt{s}/m_p) \approx 7$ where $m_p$ is the proton rest mass. At this centre-of-mass energy, the energy density in the considered pseudorapidity range is thus sensitive to the details of remnant fragmentation.

3 Monte Carlo models

In this section, the main features of the Monte Carlo models used in the analysis are presented, with emphasis on the implementation and tuning of the underlying event.

Several tunes of the pythia 6 (version 6.424) [23] and pythia 8 (version 8.145) [26] event generators are used, each providing a different description of the underlying event in nondiffractive interactions: D6T [24, 25], Z2 [18] and Z2* for pythia 6 and 4C [27] for pythia 8. The parameter settings in D6T were determined from the Tevatron data, while the other tunes were determined from the LHC data on inclusive and underlying event properties at central pseudorapidity. The more recent pythia 6 Z2 and Z2* tunes, as well as pythia 8, use a new model [28] where multiple-parton interactions are interleaved with parton showering. The Z2 and Z2* tunes are derived from the Z1 tune [29], which uses the CTEQ5L parton distribution set, whereas Z2 and Z2* adopt CTEQ6L. The Z2* tune is the result of retuning the pythia 6 parameters PARP(82) and PARP(90) by means of the automated PROFESSOR tool [30], yielding PARP(82)=1.921 and PARP(90)=0.227. The results of this study are also compared to predictions obtained with pythia 6, tune Z2*, with multiple-parton interactions switched off. pythia 8 is used with tune 4C, based on the early LHC data. Parton showers in pythia are modelled according to the DGLAP prescription.

The herwig++ (version 2.5) [31] MC event generator, with a recent tune to LHC data (UE-EE-3C [32]), is used for comparison to data. The evolution of the parton distribution functions with momentum scale in herwig++ is also driven by the DGLAP equations.

In contrast to pythia and herwig++, cascade [33, 34] is based on the CCFM evolution equation for the initial-state cascade, supplemented with off-shell matrix elements for the hard scattering. Multiple-parton interactions are not implemented in cascade.

The dipsy generator [35] is based on a dipole picture of BFKL evolution. It includes multiple dipole interactions, with parameters tuned as described in [35], and can be used to predict nondiffractive final states. In the present implementation, however, quarks are not included in the evolution. The treatment of the proton remnant and valence quark structure is therefore simplistic, and predictions for the structure of the final state in the very forward region are somewhat uncertain.

Finally, data are also compared to the predictions of Monte Carlo pp event generators used in cosmic-ray physics [36]. The generators epos1.99 [37], QGSJetII [38], and sybill 2.1 [39] are considered (for an overview, see [40]). In general, these models describe the soft component in terms of the exchange of virtual quasi-particle states, as in Gribov’s reggeon field theory [41], with multi-pomeron exchanges accounting for MPI effects. At higher energies and scales, the interaction is described by perturbative Quantum Chromodynamics (QCD) (with DGLAP evolution). These models also include non-linear parton effects,
either by including pomeron-pomeron interactions, as in QGSJet and EPOS, or by means of a parton saturation approach, as in SYBILL. These cosmic ray models were not tuned to LHC data.

4 The CMS detector

The central feature of the Compact Muon Solenoid (CMS) apparatus is a superconducting solenoid of 6 m internal diameter. Within the field volume are a silicon pixel and strip tracker, a crystal electromagnetic calorimeter and a brass/scintillator hadron calorimeter. Muons are measured in gas-ionization detectors embedded in the steel flux return yoke. In addition to the barrel and endcap detectors, CMS has extensive forward calorimetry.

The CMS experiment uses a right-handed coordinate system, with the origin at the nominal interaction point, the $x$-axis pointing to the center of the LHC ring, the $y$-axis pointing up (perpendicular to the plane of the LHC ring), and the $z$-axis along the anticolclikwise-beam direction. The polar angle $\theta$ is measured from the positive $z$-axis and the azimuthal angle $\phi$ is measured in the $x$-$y$ plane. Pseudorapidity is defined as $\eta = -\ln \tan(\theta/2)$ and approximates true rapidity $y = \ln \frac{E+p_z}{E-p_z}$. Pseudorapidity equals rapidity for massless particles.

The tracker measures charged particles within the pseudorapidity range $|\eta| < 2.5$. It consists of 1 440 silicon pixel and 15 148 silicon strip detector modules and is located in the 3.8 T field of the superconducting solenoid. It provides an impact parameter resolution of $\sim 15 \mu$m and a transverse momentum resolution of about 1.5% for 100 GeV/c particles.

The hadronic forward (HF) calorimeters cover the region $2.9 < |\eta| < 5.2$. They consist of iron absorbers and embedded radiation-hard quartz fibres read out by radiation-hard photomultiplier tubes (PMTs). Calorimeter cells are formed by grouping bundles of fibres. Clusters of these cells form a calorimeter tower. There are 13 towers in $\eta$, each with a size $\Delta \eta \approx 0.175$, except for the lowest- and highest-$|\eta|$ towers with $\Delta \eta \approx 0.1$ and $\Delta \eta \approx 0.3$, respectively. The azimuthal segmentation $\Delta \phi$ of all towers is $10^\circ$, except for the ones at highest-$|\eta|$, which have $\Delta \phi = 20^\circ$.

More forward angles, $-6.6 < \eta < -5.2$, are covered by the Centauro And Strange Object Research (CASTOR) calorimeter, which is located only on the negative-$z$ side of CMS, at 14.37 m from the interaction point. The calorimeter is segmented in 16 $\phi$-sectors and 14 $z$-modules, corresponding to a total of 224 cells. Each cell consists of 5 quartz plates of 4 mm thickness (2 mm for the electromagnetic modules) embedded in 5 tungsten absorber plates of 10 mm thickness (5 mm for the electromagnetic modules), with $45^\circ$ inclination with respect to the beam axis. Air core light guides provide a fast collection of the Čerenkov light to fine-mesh PMTs [42], which can operate in magnetic fields up to 0.5 T if the field direction is within $\pm 45^\circ$ with respect to the PMT axis [43]. The first two modules, which have an absorber thickness half of that of the other modules, are used to detect electromagnetic showers. The full calorimeter has a depth of 10.5 interaction lengths. However, the responses of PMTs reading out modules 6 to 8 are affected by the fringe field of the CMS solenoid. Therefore, only the 5 front modules in a $\phi$ sector are used, with the signals from the cells in a $\phi$ sector grouped into a so-called tower. These 5 modules
correspond to 3.23 interaction lengths and detect 80% of the hadronic showers in inclusive events, on average. Test beam measurements with a full-length CASTOR prototype [43] were used to validate the simulation of the detector response.

Including the HF and CASTOR forward calorimeters, the CMS detector covers the range $-6.6 < \eta < +5.2$.

For the online selection of events, the CMS trigger system is used, together with two elements of the CMS detector monitoring system: the beam scintillation counters (BSC) and the Beam Pick-up Timing for the eXperiments (BPTX). The BSCs cover the region $3.23 < |\eta| < 4.65$. The BPTX devices are located around the beampipe at a distance of $\pm 175 \text{m}$ on both side of the IP and are designed to provide precise information on the bunch structure and timing of the incoming beam.

A more detailed description of the CMS detector can be found in [44].

5 Event selection and reconstruction

This analysis is based on data collected in 2010 and 2011 at $\sqrt{s} = 0.9$, 2.76, and 7 TeV, corresponding to integrated luminosities of 0.19 nb$^{-1}$, 0.30 nb$^{-1}$, and 0.12 nb$^{-1}$, respectively. Runs are selected by requiring that the relevant components of the CMS detector were fully functional. The average number of collisions per bunch crossing, inferred from the instantaneous luminosity and the total inelastic cross section, in each of the runs considered for this analysis is 0.017, 0.22, and 0.12 at $\sqrt{s} = 0.9$, 2.76, and 7 TeV, respectively.

The CMS data acquisition was triggered by the presence of hits in both BSC detectors, for the 0.9 and 7 TeV data sample, or hits in either of the BSC detectors, for the 2.76 TeV data sample. Standard CMS algorithms to remove beam halo events are applied. A sample of inclusive nondiffractive events is selected offline, with minimal bias, by requiring exactly one primary vertex, at least one HF tower with energy larger than 4 GeV in the pseudorapidity range of each BSC detector, and at least one CASTOR tower with energy above 1.5 GeV. The numbers of selected minimum-bias events are 4.7, 9.8, and 4.6 million at $\sqrt{s} = 0.9$, 2.76, and 7 TeV, respectively.

Track jets are reconstructed with the anti-$k_T$ algorithm [45] with a size parameter of 0.5, applied to tracks fitted to a primary vertex and with transverse momentum of at least 0.3 GeV/c. The leading track jet with $p_T > 1$ GeV/c and $|\eta^{\text{jet}}| < 2$ defines the hard scale in the event. An advantage of using track jets is that they are experimentally well-defined objects. No attempt is made to correct to the corresponding parton-level objects, as this would result in additional model uncertainties. Moreover, track jets are much better correlated in energy and direction to partons than the highest-$p_T$ track. Finally, in the few GeV/c region, the $p_T$ of a track jet is better determined than the $p_T$ of calorimeter-based jets, which suffer from poor energy resolution at low $p_T$.

The total charge collected by the PMTs of the 5 front $z$-modules of the CASTOR calorimeter is used to measure the energy deposited in the CASTOR $\eta$ range. The response of individual CASTOR cells is equalized by using a sample of beam halo muon events. An absolute calibration factor of 0.015 GeV/FC, with an uncertainty of $\pm 20\%$, is obtained from an extrapolation of the $\eta$ dependence of the energy density in HF to the CASTOR
acceptance region and is found to be consistent with the results of test beam measurements. The energy ratios presented in this analysis, however, do not depend on the absolute calibration and are only marginally affected by the relative inter-calibration of channels.

6 Data correction

In order to be able to compare to theoretical predictions, the data are corrected for various detector effects, including trigger efficiency, event selection efficiency, energy reconstruction efficiency in CASTOR and smearing effects in track jet $p_T$. Except for the trigger efficiency correction, which is extracted directly from data, corrected results are obtained by means of a simulation of the CMS detector based on Geant4 [46, 47].

The trigger conditions and event selection criteria outlined in section 5 are chosen to select a sample of dominantly nondiffractive events. However, high-mass diffractive dissociation events, covering the full detector and having a large rapidity gap outside the acceptance, remain in the data sample. A precise definition of the phase space, at the level of stable particles, for which corrected results are presented is obtained as follows.

The collection of stable (lifetime $\tau > 10^{-12}$ s) final-state particles is divided into two systems, $X$ and $Y$, based on the mean rapidity of the two particles separated by the largest rapidity gap in the event. All particles on the negative side of the largest gap are assigned to the system $X$, while the particles on the positive side are assigned to the system $Y$ [48]. The invariant masses, $M_X$ and $M_Y$, of each system are calculated by using the four-momenta of the individual particles; their ratios to the centre-of-mass energy, $\xi_X$, $\xi_Y$, and $\xi_{DD}$, are defined as follows:

$$\xi_X = \frac{M_X^2}{s}, \quad \xi_Y = \frac{M_Y^2}{s}, \quad \xi_{DD} = \frac{M_X^2 M_Y^2}{m_p^2 s},$$  \quad (6.1)

where $m_p$ is the proton rest mass and the subscript DD refers to double diffractive dissociation. These Lorentz-invariant variables are well-defined for any type of events. In the case of large rapidity gap events, they are related to the size of the rapidity gap via $\Delta y \simeq \ln 1/\xi$.

The phase space remaining for events with a large rapidity gap, after applying detector-level selection criteria, can then be quantified at the stable-particle level by appropriate limits on $\xi_X$, $\xi_Y$, and $\xi_{DD}$. These acceptance limits are obtained from a dedicated study based on Pythia 6 (tune Z2*) using fully simulated events and are tabulated in table 1. An event is selected at the stable-particle level if any of $\xi_X$, $\xi_Y$, or $\xi_{DD}$ is larger than the respective limit. Because the detector acceptance changes with centre-of-mass energy, different thresholds are used at $\sqrt{s} = 0.9$, 2.76, and 7 TeV. In all cases, however, the selection applied ensures that there are no large gaps inside the detector acceptance. Adapting the selected phase space dynamically to the detector acceptance results in a smaller correction of the data, and thus also in a smaller model dependence of the correction factors.

Similarly to reconstructed track jets, jets at the stable-particle level are obtained by running an anti-$k_T$ algorithm, with a size parameter of 0.5, on stable charged particles with $p_T > 0.3 \text{GeV/c}$ and $|\eta| < 2.5$. Particle level jets are selected by requiring $p_T^{\text{jet}} > 1 \text{GeV/c}$ and $|\eta^{\text{jet}}| < 2$. 
The trigger efficiency is determined from a sample of zero bias events. Zero bias events are triggered by the BPTX devices, which require to have filled bunches crossing each other in the CMS interaction point. The efficiency of the trigger used for the collection of minimum-bias events is determined as the fraction of events that have been triggered in a sample of offline selected zero bias events. The overall efficiency for triggering on the coincidence of a hit in both BSCs is 96.5% (98.4%) at $\sqrt{s} = 0.9$ (7) TeV. For $\sqrt{s} = 2.76$ TeV, where a trigger based on a hit in either BSC is used, the overall trigger efficiency is 99.9% and no further correction is applied. The efficiency at $\sqrt{s} = 0.9$ and 7 TeV is parameterized as a function of the energy measured by the HF calorimeters in the BSC pseudorapidity range. To correct for the trigger inefficiency, a weight equal to the inverse of this parameterized efficiency is applied to each observed event.

The results presented in section 8 are all based on ratios of energies reconstructed in CASTOR. By measuring energy ratios, many systematic uncertainties, and, in particular, the absolute calibration uncertainty, cancel. However, because of the noncompensating nature of the CASTOR calorimeter, the response may still vary with changing particle composition and energy spectrum. The measured energy ratio is therefore corrected by a factor that depends on the measured central track jet $p_T$. This correction, of at most 5%, is obtained from the PYTHIA 6 Z2 MC, reweighted as a function of the particle jet $p_T$ and of the total energy in CASTOR in order to maximize the agreement between data and simulation.

A further bin-by-bin correction is applied to account for migrations in track jet $p_T$. The final correction factor applied to the data is the product of the two above-mentioned factors:

$$\frac{dE^\text{true}}{d\eta(p_T^\text{true}_{jet})} = \frac{dE^\text{true}}{d\eta(p_T^\text{true}_{jet})} \times \frac{dE^\text{true}}{d\eta(p_T^\text{true}_{jet})},$$

with the superscripts “true” and “det” referring to variables estimated at stable-particle level and detector level, respectively. The first ratio on the right-hand-side of eq. (6.2) corrects for migration in track jet $p_T$, while the second ratio is the correction factor applied to the energy measured in CASTOR. The overall correction factor varies between 0.96 and 1.06.

### 7 Systematic uncertainties

Several sources of systematic uncertainties are investigated. For each systematic effect, the full analysis is repeated and the deviations from the nominal result are added in quadrature.
to obtain the total systematic uncertainty. The following sources are considered and the corresponding uncertainties are summarized in tables 2 and 3:

- **CASTOR alignment.** Sensors monitoring the position of CASTOR indicate that the detector moves by $\sim$1 cm in the transverse plane when the CMS solenoid is switched on or off. The CASTOR alignment is therefore run period dependent. Some $\phi$ sectors move towards more central pseudorapidity and the range they cover changes to approximately $-6.3 < \eta < -5.13$, while corrected results are presented for the range $-6.6 < \eta < -5.2$. A new correction factor is obtained by assuming a shift between the pseudorapidity range at the detector and the stable-particle level in the MC simulation equal to the displacement of the most affected sectors in data. Corrected results are obtained as the average between the correction factors based on the nominal and the shifted position of CASTOR, with half the difference taken as systematic uncertainty. In addition, for the study of the centre-of-mass energy dependence, a second systematic uncertainty is included in order to account for possible changes in the CASTOR position in runs at different $\sqrt{s}$. This is obtained from dedicated MC samples with CASTOR appropriately shifted.

- **Non-compensation.** The CASTOR detector is a noncompensating calorimeter. Measurements with a test beam setup [43] have shown that the response to pions rel-
ative to that to electrons is ≈50%. This ratio slowly increases with incoming particle energy, a behaviour described by the simulation. The systematic uncertainty is obtained by scaling the response to hadronic showers in the simulation by the uncertainty (±5%) on the pion-to-electron response ratio obtained from the test beam measurement.

- **Model dependence.** Correction factors are obtained from MC simulation and may be model dependent. The correction of the CASTOR energy ratio in particular is sensitive to the charged- to neutral-pion production ratio. Therefore, different response factors are obtained from a generator level study based on the models used in the comparison with corrected results. The response factors are defined as the sum of the electromagnetic energy and 50% of the hadronic energy divided by the total energy deposited in CASTOR. The largest relative variation in the response factors is taken as a systematic uncertainty on the correction factor. In addition, fully simulated samples of *pythia* 6 tune Z2 and *pythia* 8 tune 4C are used to directly compute the model uncertainty on the correction factor.

- **Shower containment.** In this analysis only the 5 front modules of the CASTOR calorimeter are used. In order to assess the systematic uncertainty due to the partial containment of the hadronic shower, the difference in the observed energy ratios obtained from simulations based on all 14 modules and those based on only the front 5 modules is taken as a contribution to the systematic uncertainty.

- **Noise suppression.** The noise threshold applied to CASTOR towers is varied by ±20%, reflecting the uncertainty in the absolute calibration factor.

The systematic uncertainty due to the effect of event overlays in one bunch crossing was found to be negligible. Similarly, the systematic uncertainty resulting from the description of dead material in the detector model used in the simulation was found to be negligible for the relative measurements presented in this paper.

8 Results

All the data are fully corrected for detector effects as described in section 6. In particular, results are obtained for a sample of events dominated by nondiffractive collisions so that the energy density ratios are not biased by rapidity gaps in the CASTOR pseudorapidity range.

Figures 2 and 3 show the hard-to-inclusive forward energy ratios, defined as the energy deposited in the pseudorapidity range −6.6 < η < −5.2 in events with a charged-particle jet with |p_{Tjet}| < 2 divided by the energy deposited in inclusive, dominantly nondiffractive events, as a function of the jet transverse momentum p_T. Both figures show the same data points, but compared to different models.

At √s = 7 TeV, a fast increase is seen at low p_T followed by a plateau above p_T = 8 GeV/c. In the framework of the MPI model for the underlying event, this can be understood from the relation between the impact parameter and the scale of the event, quantified
by $p_T$. As $p_T$ increases, the collisions become more central and the number of parton interactions increases. Above $p_T = 10 \text{GeV/c}$, the collision is central and the underlying event activity saturates. The pre-LHC PYTHIA 6 tune D6T fails to describe the data, while PYTHIA 6 and PYTHIA 8 tunes fitted to LHC data on the underlying event at central rapidity agree with the data at forward rapidity within ±5%. As expected, when MPIs are switched off, PYTHIA predicts a forward energy density that is independent of the central
jet $p_T$. The HERWIG++ 2.5 simulation with tune UE-EE-3C gives a slightly worse description of the data in the turn-on region, but is still within $\pm10\%$ of the measured points. The CASCADE model, which does not simulate multiple-parton interactions, does not describe the data. The discrepancy shows that the features observed in the data cannot be explained by the CCFM parton dynamics as implemented in this model. The DIpsY model, based on the BFKL dipole picture, and supplemented with multiple interactions between dipoles, however, also fails to describe the data. Models used in cosmic ray physics, on the other hand, do describe the increase of the energy ratio as a function of $p_T$ reasonably well. The QGSJetII-03 generator yields a ratio that is too low in the plateau region, while Sibyll 2.1, and Epos 1.99 overestimate the turn-on but converge on a very good description at large $p_T$.

At $\sqrt{s} = 2.76$ TeV, the increase of the energy ratio with $p_T$ is much reduced. This tendency is consistent with the result at $\sqrt{s} = 0.9$ TeV, where the ratio becomes less than unity. Here, the energy density in events with a central jet is thus lower than the energy density in inclusive events. As discussed in section 2, this can be understood as a kinematic effect: the production of central hard jets, accompanied by higher underlying event activity (as seen in studies at central rapidity [18]), depletes the energy of the proton remnant, which at $\sqrt{s} = 0.9$ TeV fragments within the pseudorapidity region covered by CASTOR. This feature is roughly described by the models. Again, the PYTHIA 6 D6T tune exhibits too strong an underlying event activity, even at $\sqrt{s} = 0.9$ TeV. Other PYTHIA tunes describe the data at $\sqrt{s} = 2.76$ TeV and 0.9 TeV rather well. The HERWIG++ 2.5 predictions lie slightly below the data at $\sqrt{s} = 0.9$ TeV, which indicates too strong an underlying event activity. The CASCADE generator does not reproduce the data, while DIpsY yields a reasonable description at these lower centre-of-mass energies. Most of the cosmic ray models describe the data well, with QGSJetII-03 again yielding slightly too low underlying event activity.

Overall, in this study, both the PYTHIA 6 Z2* and PYTHIA 8 4C tunes give a good description of all data. This is in contrast with studies of the underlying event in the central region [18], where PYTHIA 6 Z2* gives an excellent description of the underlying event activity in the region transverse to the jet in azimuth (to which it was tuned), while PYTHIA 8 4C is too low.

Figures 4 and 5 present the increase of the energy density deposited in the range $-6.6 < \eta < -5.2$ as a function of $\sqrt{s}$, normalized to the energy density at $\sqrt{s} = 2.76$ TeV, for both inclusive events and for events with a central charged-particle jet. The $\sqrt{s} = 2.76$ TeV data are taken as a normalization point because this minimizes the statistical and systematic uncertainties. The $p_T$ threshold for jets is 10 GeV/$c$ at all centre-of-mass energies. Since this is well within the plateau region, the energy density does not change significantly as a function of the actual value of the threshold. Both figures again show the same data points, but compared to different models.

None of the PYTHIA or HERWIG++ models describe the increase with $\sqrt{s}$ seen in data. For inclusive events the predictions differ little and they all underestimate the increase from $\sqrt{s} = 2.76$ to 7 TeV (by up to $\sim20\%$ for HERWIG++ 2.5). In this event class, the contribution of the underlying event is expected to be small. For events with central charged-particle jets, the predictions vary more widely. Indeed, for this event class the description of the underlying event in various tunes is expected to differ. None of the tunes
give a satisfactory description, with PYTHIA 6 D6T and PYTHIA 8 4C being closest to the data and HERWIG++ 2.5 underestimating the increase from 2.76 to 7 TeV by ~25%. The CASCADE and DIPSY generators also show a slower increase of the forward energy density with $\sqrt{s}$ than observed in data. Of the cosmic ray models, QGSJETII-03 gives a good
description of data. The EPOS and sybill generators yield an increase with centre-of-
mass energy that is lower than that in the data by 10–15%.

The results presented in this paper show that the MPI model, as implemented in
pythia, and tuned to central inclusive and underlying event data, is capable of describing
the $p_T$ dependence of the forward energy density. This is an important consistency check
of the MPI model. Models inspired by BFKL or CCFM parton dynamics do not describe
the $p_T$ dependence of the data. Hence, contributions which go beyond what is presently
implemented in the models seem to be mandatory. Models used for cosmic rays studies,
which include MPI and saturation effects via multi-pomeron interactions work well. The
pythia model with tune D6T describes the $\sqrt{s}$ dependence well, but only by invoking
too large an amount of MPIs, as can be concluded from the $p_T$ dependence.

9 Summary

A study of the underlying event at forward pseudorapidity ($-6.6 < \eta < -5.2$) has been
performed with a novel observable. The energy density per unit of pseudorapidity has
been measured at $\sqrt{s} = 0.9, 2.76$, and 7 TeV, for events with a central charged-particle jet,
relative to the energy density for inclusive events. This hard-to-inclusive forward energy
ratio has been studied as a function of the jet transverse momentum $p_T$. In addition,
the relative increase of the energy density as a function of the centre-of-mass energy has
been measured for both inclusive events and events with a central charged-particle jet. All
results have been corrected to stable-particle level.

These results complement those obtained from studies of the underlying event at cen-
tral rapidity [15–18] because the large $\eta$ separation from the central hard scattering system
yields a different sensitivity to the relative contributions of parton showers and multiple-
parton interactions. These data can thus be used to tune the underlying event parameters
in a way which is complementary to that possible with central-rapidity data.

The data exhibit the typical underlying event behaviour characterized by a rapid
change of the energy density at small charged-particle jet $p_T$, followed by a plateau at
larger $p_T$. At $\sqrt{s} = 7$ TeV, the relative energy density increases with jet $p_T$, while at
$\sqrt{s} = 0.9$ TeV, the energy density decreases with increasing jet $p_T$. At this center-of-mass
energy, the hard-to-inclusive forward energy ratio drops below 1, which suggests that the
energy of the proton remnant is depleted in events with a central charged-particle jet.
Data at $\sqrt{s} = 2.76$ TeV exhibit an intermediate behaviour and are characterized by an
approximately constant energy density as a function of the jet $p_T$.

Models based on multiple-parton interactions suggest that the latter only make a
limited contribution to the forward energy density in inclusive events. In contrast, collisions
with a small impact parameter, characterized by the presence of a charged-particle jet,
appear to give rise to a significant number of multiple-parton interactions. Above $p_T = 8$ GeV/$c$,
the hard-to-inclusive forward energy ratio is roughly independent of $p_T$, indicating
that the collisions are already central for this value of the jet $p_T$. Some Monte Carlo models
are able to describe the hard-to-inclusive forward energy ratio as a function of $p_T$; however,
all models fail to reproduce the dependence on the centre-of-mass energy simultaneously
for inclusive events and for events with a central charged-particle jet.
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