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to anAxon-ARP request. According to one or more embodi
ments of the invention, the ARP request is converted to an 
Axon-ARP request in the control plane of the source Axon 
(1010). According to one or more embodiments of the inven
tion, the source Axon (1010A) obtains a route from the source 
Axon (1010A) to the target Axon (1020A), generates a target 
identification ("T ID"), and prepends the route to the ARP 
request. Unlike the example shown in FIG. 5, this example 
illustrates that the Ethernet header need not be modified 

Ethernet header. The MAC address associated with the target 
host is stored as a new destination and the MAC address 
associated with the source host is stored as a new source in the 
memory allocated to the source host. In addition, the route 
from the source Axon to the target Axon may be stored, 5 

according to one or more embodiments of the invention. 
Further, a CAM entry is stored that includes a mapping 
between the target MAC and the target identification. Thus, 
the route entry may be retrieved using either the target iden
tification, or the target MAC. 10 according to one or more embodiments of the invention. 

At ST955, the source Axon sends an ARP reply to the 
source host. In the ARP reply, the target MAC is used in the 
source field and the MAC address associated with the source 
host is used in the destination field. At ST960, the source host 
stores the true target MAC as the MAC address for the target 15 

host. 

According to one or more embodiments of the invention, the 
Axon-ARP request may also include a reverse route field (not 
shown), which is populated while the Axon-ARP request 
traverses the Axon network. According to one or more 
embodiments of the invention, the target identification is 
stored in the source Axon to create an entry for the route from 

In one embodiment of the invention, an Axon connected to 
a host appears to the host as an Ethernet switch (or equivalent 
device). Accordingly, pursuant to the Ethernet protocol, the 
source host sends anARP request to the Axon and expects an 
ARP reply with the MAC address of the target host. The target 
host operates in a similar manner to the source host. Accord
ingly, the method shown in FIG. 9 allows the source host and 
target host to receive and store the true MAC addresses in the 
system while enabling the source host and target host to 
perform the ARP request/ ARP reply defined by the Ethernet 
protocol. 

FIG.10 shows an example of the method shown in FIG. 9. 

the source Axon to target Axon. At ST 1040, the source Axon 
(1010A) sends the Axon-ARP request to the target Axon 
(1020A). According to one or more embodiments of the 

20 invention, the source Axon (1010A) sends the Axon-ARP 
request to the target Axon (1020A) using the route in the 
Axon-ARP request. 

When the target Axon (1020A) receives the Axon-ARP 
request, the target Axon (1020) stores theAxon-ARP request 

25 in local memory allocated to the target host (1030A). The 
target Axon (1 020A) generates a source identification (i.e., "S 
ID"), which according to one or more embodiments of the 
invention, may be used as a perceived source MAC address to 
the target host. The source identification is also used as an The example is not intended to limit the scope of the inven

tion. TumingtoFIG.10, FIG.10 shows anexampleofanARP 
request and an ARP reply sent from a source host (1000A, 
1000N) to a target host (1030A, 1030N) using a source Axon 
(1010A, 1010N) and a target Axon (1020A, 1020N), imple
menting CAMs. Further, FIG. 10 shows the state of the com
ponents before the ARP request at the source host (1000A), 35 

the source Axon (1010A), the target Axon (1020A), and the 
target host (1030A). The diagram also shows the state of the 
components after the ARP reply at the source host (1000N), 
the source Axon (1010N), the target Axon (1020N), and the 
target host (1030N). 

30 index to identify information needed to route packets from the 
target Axon (1020A) to the source Axon (1010A). Addition
ally, the target Axon (1020A) stores a CAM entry (1015) that 
maps the SMAC to the S ID, according to one or more 
embodiments of the invention. 

The target Axon (1020A) subsequently generates an ARP 
request (denotedARP') from receivedAxon-ARP request by 
removing the route from the Axon-ARP request. Unlike 
ST545 in FIG. 5, in this example, it is not necessary to replace 
SMAC with S ID and replace T ID with the broadcast MAC 

40 address, because the original Ethernet header remained 
intact. At 1045, the target Axon (1020A) sends the ARP 
request (i.e., "ARP'") to the target host (1030A). 

Turning to the example, the source host (1000A, 1000N) 
and the source Axon (1010A, 1010N) are operatively con
nected. Similarly, the target Axon (1020A, 1020N) and the 
target host (1030A, 1030N) are also operatively connected. 
According to one or more embodiments of the invention, the 
source Axon (1010A, 1010N) and the target Axon (1020A, 
1 020N) are directly connected to each other or are connected 
over an Axon network that includes one or more intermediate 
Axons. 

Before the process begins, the source host (1000A) 
includes the source host MAC address ("SMAC"), the source 
host IP address ("S IP"), and the target host IP address ("T 
IP"). Similarly, the target host (530A) includes data identifY
ing the target host MAC address ("TMAC"), the target host IP 
address ("T IP"), and the source host IP address ("S IP"). 
Those skilled in the art will appreciate that while this example 
shows that the target host includes data identifying the source 
host IP address, it is not necessary for purposes of this inven
tion. 

At ST1035, the source host (1000A) sends anARP request 
to locate the target host (1030A). Those skilled in the art will 
appreciate that an ARP request includes at least a sender's 
MAC address, a sender's IP address, a target IP address, and 
a broadcast MAC address (i.e., "FF:FF:FF:FF:FF:FF"). In 
this example, theARP includes "SMAC," "SIP," and "TIP". 

Upon receiving the ARP request from the source host 
(1000A), the source Axon (1010A) converts the ARP request 

Upon receiving the ARP request, the target host (1030A) 
stores the actual source MAC address (i.e., SMAC) as the 

45 source host MAC address. The target host (530N) subse
quently generates an ARP reply to send back to the source 
host (500A). Those skilled in the art will appreciate that, 
similar to an ARP request, an ARP reply includes at least a 
sender hardware address (now the target host's MAC 

50 address), a sender protocol address (target host's IP address), 
a target protocol address (source host IP address), and a target 
hardware address (source host's MAC address). In the 
example given, the ARP reply includes the sender hardware 
address ("TMAC"), the sender protocol address ("T IP"), the 

55 target hardware address ("SMAC"), and the target protocol 
address ("S IP"). At ST1050, the target host (1030N) sends 
the ARP reply to the target Axon (1020N). 

Upon receiving the ARP reply, the target Axon (1020N) 
stores a route entry in memory allocated to the target host 

60 allowing packets to flow from the target Axon (1020A) to the 
source Axon (1010A). According to one or more embodi
ments of the invention, the route entry includes the sender 
hardware address (i.e., "SMAC"), the target identification 
(i.e., "TMAC"), and a route (i.e., "T-S rt") from the target 

65 Axon (1020A) to the source Axon (1010A). The route from 
the target Axon (1020A) to the source Axon (1010A) may be 
obtained using such methods as a hash table or central con-
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storing the true MAC addresses with the route entry facilitates 
in transmission of data packets. 

troller, or may be obtained from a reverse route in the Axon
ARP request as described above. According to one or more 
embodiments of the invention, the source identification ("S 
ID") is used to index the aforementioned route entry. Accord
ing to one or more embodiments of the invention, storing the 
Axon header in memory facilitates bidirectional communica
tion. In addition, the source Axon (1010N) stores a CAM 
entry (1015) that maps the source MAC address ("SMAC") to 
the source identification ("S ID"). Thus, the route entry may 
be identified either by the source identification, or the source 
MAC address, according to one or more embodiments of the 
invention. 

The target Axon (1020N) generates the appropriateAxon
ARP reply using the ARP reply. According to one or more 
embodiments of the invention, the target Axon (1020N) 15 

obtains a route (i.e., "T-S rt") from the target Axon (1020N) to 
the source Axon (1010A), and prepends the route to theARP 
request. According to one or more embodiments of the inven
tion, if the target Axon (1020N) previously stored a route 
from the target Axon (1020N) to the source Axon (1010A) 20 

that this route may be obtained directly from the target Axon 

FIG. 11 shows a flowchart in accordance with one or more 
embodiments of the invention. Specifically, FIG. 11 details a 
method for sending Ethernet packets from a source host to a 
target host across an Axon network after the routes have been 
setup and indexed using CAMs, as shown in FIG. 9. Because 
an Axon network allows hosts across an Axon network to 
interact with each other as if they were located on the Ethernet 

10 network, the Ethernet packets are encapsulated into an Axon 
packet prior to traversing an Axon network. Similarly, the 
Ethernet packets are extracted from the Axon packet prior to 
being transmitted to the target host. 

as opposed to requesting the route from another entity. 

While the various steps in this flowchart are presented and 
described sequentially, one of ordinary skill will appreciate 
that some or all of the steps may be executed in different 
orders, may be combined or omitted, and some or all of the 
steps may be executed in parallel. 

At ST1100, a source host sends an Ethernet packet to a 
target host. Those skilled in the art will appreciate that an 
Ethernet packet includes a destination MAC address, a source 
MAC address, and data. This Ethernet packet includes the 
actual target MAC address as the destination MAC address 

At ST1055, the target Axon (1020N) sends theAxon-ARP 
reply to the source Axon (1010A).According to one or more 
embodiments of the invention, the target Axon (1020N) sends 
the Axon-ARP reply to the source Axon (1010A) using the 
obtained route. 

25 and the MAC address of the source host as the source. At ST 

When the source Axon (1010A) receives the Axon-ARP 
reply, the source Axon (1010A) stores a route entry in 
memory allocated to the source host (1000A) at an address 30 

based on the target identification. According to one or more 
embodiments of the invention, the route entry includes the 
sender hardware address (i.e., "TMAC"), the source MAC 
address (i.e., "SMAC"), and a route from the source Axon 
(i.e., Source Axon (510A)) to the target Axon (i.e., Target 35 

Axon (520A)) (i.e., "S-T rt"). The route ("S-T rt") may be 
obtained using such methods as a hash table or central con
troller, or may be generated using a reverse route in the 
Axon-ARP reply (not shown) that is generated by storing the 
input ports the reply passes through in each Axon along the 40 

route. According to one or more embodiments of the inven
tion, the target identification ("T ID") is used to index the 
aforementioned route entry. In addition, the source Axon 
(1010N) stores a CAM entry (1015) that maps the target MAC 
address ("TMAC") to the target identification ("TID"). Thus, 45 

the route entry may be identified either by the source identi
fication, or the source MAC address, according to one or more 
embodiments of the invention. 

1105, the Ethernet packet is intercepted by a source Axon. As 
described above, the source Axon is operatively connected to 
the source host. 

At ST1110, the source Axon obtains a route entry in order 
to generate an Axon packet and send the Axon packet from the 
source Axon to a target Axon. According to one or more 
embodiments of the invention, the source Axon obtains the 
route entry stored in the Axon memory allocated to the source 
host using the CAM entry to locate the route entry, indexed as 
T ID. Then, T ID is used to retrieve the stored route entry. The 
route entry includes the route from the source Axon to the 
target Axon. According to one or more embodiments of the 
invention, the entry also contains the target host MAC address 
and the perceived sender MAC address, S ID. The route may 
include one or more hops, wherein each hop is identified in 
the route by an output port. According to one or more embodi-
ments of the invention, the source Axon uses the route lookup 
module in the input port on which the Ethernet packet was 
received to obtain the route entry and generate the Axon 
packet. 

At ST1115, the source Axon creates an Axon packet using 
the Ethernet packet and the route entry. According to one or 
more embodiments of the invention, the Axon packet is cre
ated by prepending the Axon header (generated using data The source Axon subsequently generates an ARP reply 

using the Axon-ARP reply by removing the route from the 
Axon-ARP reply. Accordingly, the resulting ARP reply, sent 
from the source Axon (1010N) to the source host (1000A) at 
ST1060, includes the perceived sender hardware address (i.e., 
"TMAC"), a sender protocol address (i.e., "T IP"), a target 
protocol address (i.e., "S IP"), and a target hardware address 
(i.e., "SMAC"). The source host (1000A) stores the target 
MAC (i.e., "TMAC") as the perceived target host MAC 
address. 

50 from the route entry) to the Ethernet packet, such that the 
Ethernet packet is intact while the Axon packet traverses the 
Axon network. According to one or more embodiments of the 
invention, the Axon header may include other fields, such as 
a forward hop count, a reverse hop count, a reverse route, a 

Those skilled in the art will appreciate that because the 
source host (1 OOON) and target host (1 030N) will each know 
the true MAC address of the other, it is unnecessary to store 
SMAC and TMAC appended to the route entries in the source 
Axon (1010N) and target Axon (1020) according to one or 
more embodiments of the invention. However, according to 
one or more embodiments of the invention, the methods 
described in FIGS. 4 and 9 may be used interchangeably. 
Accordingly, in one or more embodiments of the invention, 

55 packet type, an Axon packet length, etc. 
At ST1120, the source Axon identifies the next forward 

hop in the Axon header. In one embodiment of the invention, 
the next forward hop identifies an output port on the Axon. 
According to one or more embodiments of the invention, the 

60 next forward hop may be found at the front of the route from 
the source Axon to the target Axon. According to one or more 
embodiments of the invention, the header processor module 
identifies the next forward hop in the Axon header. 

At ST1125, a determination is made about whether the 
65 output port identified by the next forward hop is connected to 

another Axon or to a host. As described above, each hop in the 
route identifies an output port along the route. Accordingly, 
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the source Axon may determine whether this output port is 
connected to another Axon or to a host. 

When the output port identified by the next forward hop is 
connected to an Axon, then at ST1130, the forward hop count 
is decremented and the reverse hop count is incremented. 
Those skilled in the art will appreciate that while managing 
hop counts in the Axon header may be beneficial, it may not 
be necessary to implement the invention. According to one or 
more embodiments of the invention, the header processor 
module in the Axon manages the hop counts. 

At ST1135, the next forward hop (i.e., the output port at the 
front of the route) is removed from the route and subsequent 
hops are shifted forward within the route. At ST1140, the 
identification for the input port of the Axon currently han
dling the Axon packet is entered as a hop in the reverse path. 
Those skilled in the art will appreciate that while generating 
a reverse path may be useful for implementation, it may not be 
necessary to implement the invention. 

24 
source Axon generates the Axon packet. In this example, the 
CAM entry (1015) for TMAC is used to identify that TID is 
the index for the route entry. T ID is used to obtain the route 
entry, which includes the route from the source Axon to the 

5 target Axon. Using the route ("S-T rt") and other data from the 
route entry, the Axon packet is generated, where the Axon 
header includes route and other fields (not shown) such as a 
forward hop count, reverse hop count, packet type, packet 
length, reverse route, etc. The Axon header is then prep ended 

1 o to the front of the Ethernet packet to generate Axon packet A. 
Once the Axon packet A has been generated, the source 

Axon processes the Axon header. According to one or more 
embodiments of the invention, the Axon header is processed 
by the header processor module in the input port of the source 

15 Axon. The source Axon identifies the next forward hop in the 
Axon header. The next forward hop is located at the front of 
the route. A determination is then made about whether the 
identified next forward hop is another Axon or to a host. As 

At ST1145, the Axon packet is sent to the appropriate 
output port as determined by the next forward hop in the 20 

route. According to one or more embodiments of the inven
tion, the Axon packet is sent through a switch in the Axon 
before arriving at the output port. At ST1150, the output port 
sends the Axon packet to the next Axon via the appropriate 
layers in the Axon. According to one or more embodiments of 25 

the invention, the Axon packet is sent using point-to-point 
Ethernet. The process then proceeds to ST1120. 

described above, each hop in the route identifies an output 
port along the route. Accordingly, the source Axon may deter
mine whether this output port is connected to another Axon or 
to a host. In the example shown, the next forward hop is the 
target Axon (1 020N), although in other implementations the 
Axon packet may traverse any number of intermediate Axons 
prior to reaching the target Axon (1020N). At ST1205, the 
source Axon (1010N) sends the Axon packet to the target 
Axon (1020N). 

When the output port identified in next forward hop is not 
connected to an Axon, the process proceeds to ST1155. At 
ST1155, the Axon header is removed from the Axon packet. 30 

According to one or more embodiments of the invention, 
when the next forward hop is a port connected to a host, then 
the Axon currently handling the Axon packet is connected to 
the target host. According to one or more embodiments of the 
invention, removing the Axon header from the Axon packet 35 

results in the Ethernet packet sent in ST1100. At ST1160, the 
Ethernet packet is sent to the target host via the output port 
specified in the route of the Axon packet received by the Axon 

Upon receiving Axon packet A, the target Axon (1020N) 
processes the Axon header. According to one or more 
embodiments of the invention, the Axon header is processed 
by the header processor module in the input port which 
received Axon packet A in the target Axon (1 020N). Accord
ing to one or more embodiments of the invention, the header 
processor in the Axon identifies the next forward hop. In this 
case, the next hop would be an output port associated with the 
target host (1030N). Because the next forward hop is a host, 
the Ethernet packet is extracted from Axon packet A. More 
specifically, the Axon header is removed from Axon packet A 
to obtain an Ethernet packet. After the Ethernet packet has in ST1120. 

FIG. 12 shows an example according to one or more 
embodiments of the invention. The example is not intended to 
limit the scope of the invention. Specifically, FIG. 12 shows 
an example of data traversing an Axon network from a source 
host to a target host using a CAM implementation. Specifi
cally, FIG.12 shows a source host (1000N) sending data, Data 
A, to a target host (1030N). FIG. 7 also shows the target host 
(1030N) sending data, Data B, to the source host (1000N). 
The states of the components (1000N, 1010N, 1020N, and 
1030N) correspond to the states of the components after the 
ARP request andARP reply have been completed pursuant to 
the example in FIG. 10. 

Referring to FIG. 12, at ST1200, the source host (1000N) 
sends an Ethernet packet to the target host (1030N) that 
includes Data A. Those skilled in the art will appreciate that 
the Ethernet packet shown is simplified for purposes of this 
example and may not include all components of an actual 
Ethernet packet. The Ethernet packet shown includes a des
tination address ("TMAC"), a source address ("SMAC"), the 
data being transported ("Data A"), and a cyclic redundancy 
check entry ("CRC"). Those skilled in the art will appreciate 
that while the cyclic redundancy check entry is designated as 
"CRC" throughout the example, the value of the CRC will be 
modified after each hop along the route. 

Upon receiving the Ethernet packet, the source Axon 
(1010N) generates an Axon packet that encapsulates the Eth
ernet packet. According to one or more embodiments of the 
invention, the route lookup module in the input port of the 

40 been modified, at ST710, the Ethernet packet is sent to the 
target host (1030N). 

As shown in FIG. 12, the Ethernet packet sent from the 
source host (1000N) at ST1200, and the Ethernet packet 
received at the target host (1030N) at ST1210 are identical. 

45 Those skilled in the art will appreciate that using CAM entries 
allows for the original Ethernet packet to remain intact as it 
traverses the Axon network. 

Returning to the example, at a later point in time, the target 
host (1030N) sends data ("Data B") to the source host 

50 (1000N). It is important to note that although the target host 
(1030N) is acting as a source in this portion of the example, 
the original descriptions are kept for purposes of this 
example. 

At ST1210, the target host (1030N) sends an Ethernet 
55 packet toward the source host (1000N) including Data B. 

Those skilled in the art will appreciate that the Ethernet 
packet shown is simplified for purposes of this example and 
may not include all components of an actual Ethernet packet. 
The Ethernet packet shown includes a destination address 

60 ("SMAC"), a source address ("TMAC"), the data being trans
ported ("Data B"), and a cyclic redundancy check entry 
(CRC) for the packet. 

Upon receiving the Ethernet packet, the target Axon 
(1020N) generates an Axon packet that encapsulates the Eth-

65 ernet packet in the same marmer as described above with 
respect to source Axon (101 ON). Specifically, the CAM entry 
for SMAC (1025) is used to identifY that SID is the index for 
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the route entry. S ID is used to obtain the route entry, which 
includes the route ("T-S rt") from the target Axon (1 020N) to 
the source Axon (1010A). Using the route entry, the Axon 
packet is generated, where the Axon header includes route 
and other fields (not shown) such as a forward hop count, 5 

reverse hop count, packet type, packet length, reverse route, 
etc. The Axon header is then prepended to the front of the 
modified Ethernet packet to generate Axon packet B. 

Once the Axon packet B has been generated, the target 
Axon (i.e., 1020N) processes the Axon header. According to 10 

one or more embodiments of the invention, the Axon header 
is processed by the header processor module in the input port 
of the target Axon (1020N). Specifically, the next forward hop 
in the Axon header is identified. A determination is then made 
about whether the identified next forward hop is another 15 

Axon. In the example shown, the next forward hop is the 
source Axon (1 01 ON), although in other implementations the 
Axon packet may traverse any number of intermediate Axons 
prior to reaching the source Axon (1010N). At ST1220, the 
target Axon (1020N) sends the Axon packet to the source 20 

Axon (1010N) via the output port identified in the route. 
Upon receiving Axon packet B, the source Axon (1 01 ON) 

processes the Axon header. According to one or more 
embodiments of the invention, the Axon header is processed 
by the header processor module in the input port which 25 

received Axon packet Bin the source Axon (1000N). Accord
ing to one or more embodiments of the invention, the header 
processor in the Axon identifies the next forward hop. In this 
case, the next hop is an output port associated with the source 
host (1000N). Because the next forward hop is a host, the 30 

Ethernet packet is extracted from Axon packet B. More spe
cifically, the Axon header is removed from Axon packet B to 
obtain an Ethernet packet. After the Ethernet packet has been 
modified, at ST1225, the Ethernet packet is sent to the source 
host (1000N). 35 

While the above examples have described packet flow 
throughout an Axon network in general terms, FIG. 13 pro
vides a more specific example. Specifically, FIG. 13 is a flow 
diagram showing a packet traversing an Axon network, 
detailing the state of the packet as it is transmitted through the 40 

Axon network. Those skilled in the art will appreciate that the 
following example is merely one implementation of the 
invention and is not intended to limit the scope of the claimed 
invention. 

26 
the payload of the Ethernet packet, e.g., IP), a collection of 
data ("Data A"), and a CRC for the packet. At ST1355, 
Ethernet packet (1325) is transmitted to the source Axon 
(1305). 

Upon receiving the Ethernet packet (1325) at Input Port 1, 
the source Axon proceeds to encapsulate the Ethernet packet 
(1325) in an Axon packet (1330). As described above, the 
source Axon obtains the route entry stored in the source Axon 
(1305) using the TMAC CAM entry to identifY that TID is the 
index for the route entry. Thus, T ID is used to obtain the route 
entry. The route entry is subsequently used to generate the 
Axon header. 

In this example, the Axon packet (1330) includes the fol
lowing fields in the header: (i) packet type-Axon, (ii) packet 
length-L, (iii) forward hop count-3, reverse hop count---0, 
(iv) the route-3:4:7, the reverse route-n (which signifies 
null for purposes of this example), and padding for imple
mentation purposes. The second part of the Axon packet is an 
Ethernet packet, which includes the destination address 
("TMAC"), source address ("SMAC"), the data packet 
("Data A"), and a CRC for the packet. Those skilled in the art 
will appreciate that presence of a given field, the order to the 
fields, and the values listed in the fields are for exemplary 
purposes only and are not intended to limit the scope of the 
invention. 

In this example, the forward hop count denotes the number 
ofhops remaining for the packet to reach the destination. The 
reverse hop count in the Axon packet (1330) denotes the 
number of hops that have been traversed in the route. Further, 
the route includes a list of output ports the Axon packet (1330) 
must traverse to reach its destination and the reverse route in 
the Axon packet (1330) includes a list of the input ports the 
Axon packet (1330) has traversed thus far, allowing the Axon 
packet to reverse its path, if necessary. 

Returning to the example, after the Axon packet is gener
ated by the route lookup module located in Input Port 1, the 
Axon packet is processed by the header processor module in 
Input Port 1. Specifically, the header processing module 
determines the next forward hop from the route (i.e., 3) and, 
using the next forward hop, determines whether the output 
port identified by the next forward hop is connected to an 
Axon or a host. In the example, Output Port 3 is connected to 
another Axon (i.e., intermediate Axon (1310)). The forward 
hop count is subsequently decremented, the reverse hop count 

Referring to FIG. 13, the components of the Axon network 
in this example include a source host (1300), a source Axon 
(1305), an intermediate Axon (1310), a target Axon (1315), 
and a target host (1320). The example describes a data packet 
sent from the source host (1300) to the target host (1320) 
across the series of Axons. 

45 is incremented, the route is updated to remove "3", and the 
reverse route is updated to include Input Port 1 (i.e., the port 
on which Ethernet packet (1325) was received). The result of 
processing the Axon header is the Axon packet (1335). At 
ST1360, the Axon packet (1335) is sent to Output Port 3 via 

As discussed above, packets are transported across an 
Axon network using input ports and output ports located in 
each Axon. According to one or more embodiments of the 
invention, each Axon may include the components described 
in FIG. 2 and FIG. 3. However, for purposes of this example, 
only the ports used in the example are shown. 

Turning to the example, consider a scenario in which the 
source host (1300) and the target host (1320) have performed 
the ARP-request/ARP-reply described in FIG. 10. After the 
ARP-request/ ARP-reply is completed, the source host (1300) 
proceeds to send a packet to the target host (1320). Initially, 
the source host (1300) generates an Ethernet packet (1325) to 
send to the target host (1320). The Ethernet packet (1325) in 
this example includes a destination address ("TMAC", the 
actual target MAC address), a source address ("SMAC", the 
source host MAC address), a packet type ("ET", representing 
the Ethernet Type, which identifies the type and protocol of 

50 a switch in the Source Axon (not shown). At ST1365, the 
Axon packet (1335) is sent, via Output Port 3, to the interme
diate Axon (1310). 

The Axon packet (1335) arrives at the intermediate Axon 
(131 0) at Input Port 4. Upon arrival, Input Port 4 processes the 

55 Axon header. As discussed above, the Axon header (1335) is 
only processed by the header processor module. The Axon 
packet (1335) does not need to be processed by the route 
lookup module as the route was previously determined. The 
header processor module in Input Port determines that the 

60 next forward hop is Output Port 4. Based on this, the inter
mediate Axon (1310) determines that Output Port 4 is con
nected to another Axon. The header processor module further 
processes the Axon header as follows: (i) the forward hop 
count is decremented, (ii) the reverse hop count is incre-

65 mented, (iii) the first forward hop is removed from the route 
and subsequent hops are shifted forward within the route, and 
(iv) Input Port 4 is entered as a hop in the reverse route. The 
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result of processing the Axon header is the Axon packet 
(1340). At ST1370, the Axon packet (1340) is sent to Output 
Port 4 via a switch in the intermediate Axon (not shown). At 
ST1375, the Axon packet (1345) is sent to the target Axon 
(1315). 

The Axon packet (1340) arrives at the target Axon (1315) at 
Input Port 5. Upon arrival, Input Port 5 processes the Axon 
header. Specifically, the header processor module in the target 
Axon (1315) identifies the next forward hop in the Axon 
header as Output Port 7 and, based on this, determines that 10 

Output Port 7 is connected to a host. According to one or more 
embodiments of the invention, the target Axon (1315) may 
proceed to extract Ethernet Packet (1350) from the Axon 
packet (1340). Alternatively, in one or more embodiments of 
the invention, the header processor module processes the 15 

Axon header a final time to generate a final Axon packet 
(1345) before generating the Ethernet packet (1350). For 
purposes of this example, both scenarios are described. 

When the target Axon (1315) processes the Axon header a 
final time to generate a final Axon packet (1345), the forward 20 

hop count is decremented and the reverse hop count is incre
mented, the next forward hop is removed from the route 
resulting in an empty route field, and Input Port 5 is entered as 
a hop in the reverse route. The result of processing the Axon 
header is the Axon packet (1345). The reverse route may then 25 

be used to communicate packets across the Axon Network 
from the target host to the source host. 

With respect to extracting the Ethernet packet (1350) from 
Axon packet (1340), the header processor module removes 
the Axon header from the Axon packet, leaving an Ethernet 30 

packet. The resulting Ethernet packet is Ethernet packet 
(1350). At ST1385, the Ethernet packet (1350) is sent from 
the target Axon (1315) to the target host (1320). 

Although these two sets of figures (i.e., FIGS. 4-8 and 
9-13) show two separate methods for generating route entries 35 

and traversing an Axon network, the two may also be used 
concurrently, according to one or more embodiments of the 
invention. For example, some routes may be retrieved using 
the actual target MAC address (via the CAM) while other 
routes may be obtained using the target identification. As 40 

such, in some instances, where a target identification is used 

28 
and/or Axons temporarily stop sending packets to the Axon 
that issued the pause frame for a duration a time specified in 
the pause frame. In one embodiment of the invention the 
aforementioned duration is the amount of time it would take 
to transmit a maximum-sized packet. 

Embodiments of the invention may be implemented on 
virtually any type of computer regardless of the platform 
being used. For example, as shown in FIG. 14, a computer 
system (1400) includes one or more processor(s) (1402), 
associated memory (1404) (e.g., random access memory 
(RAM), cache memory, flash memory, etc.), a storage device 
(1406) (e.g., a hard disk, an optical drive such as a compact 
disk drive or digital video disk (DVD) drive, a flash memory 
stick, etc.), and numerous other elements and functionalities 
typical of today's computers (not shown). The computer 
(1400) may also include input means, such as a keyboard 
(1408), a mouse (1410), or a microphone (not shown). Fur
ther, the computer (1400) may include output means, such as 
a monitor (1412) (e.g., a liquid crystal display (LCD), a 
plasma display, or cathode ray tube (CRT) monitor). The 
computer system (1400) may be connected to a network (not 
shown) (e.g., a local area network (LAN), a wide area net
work (WAN) such as the Internet, or any other similar type of 
network) via a network interface connection (not shown). 
Those skilled in the art will appreciate that many different 
types of computer systems exist, and the aforementioned 
input and output means may take other forms. Generally 
speaking, the computer system (1400) includes at least the 
minimal processing, input, and/or output means necessary to 
practice embodiments of the invention. 

Further, those skilled in the art will appreciate that one or 
more elements of the aforementioned computer system 
(1400) may be located at a remote location and connected to 
the other elements over a network. Further, embodiments of 
the invention may be implemented on a distributed system 
having a plurality of nodes, where each portion of the inven-
tion may be located on a different node within the distributed 
system. In one embodiment of the invention, the node corre
sponds to a computer system. Alternatively, the node may 
correspond to a processor with associated physical memory. 
The node may alternatively correspond to a processor with 
shared memory and/or resources. Further, software instruc
tions to perform embodiments of the invention may be stored 
on a computer readable medium such as a compact disc (CD), 

as the target MAC address, the CAM mapping will be 
ignored. In other cases, where a source host knows the actual 
MAC address of the target host, using the CAM mapping may 
be necessary to identify the route entry. 45 a diskette, or any other computer readable storage device. 

According to one or more embodiments of the invention, 
an Axon may determine whether the route entry was gener
ated with or without CAMs by analyzing the data (i.e., the T 
ID, S ID, TMAC, SMAC) in the MAC address field of the 
packet header. In one embodiment of the invention, the afore- 50 

mentioned data includes a locally administered bit which, 
when set, identifies that the route was generated using source/ 
target identifications in the Axon ARP. Thus, when the bit is 
set for the above data, the CAM is bypassed, and the data 
(which corresponds to the TID is used as the index to identify 55 

the route entry. When the bit is not set, then the data, which is 
the TMAC, is used with the CAM to identifY the T ID. The 
identified TID is then used to obtain the corresponding route 
entry. 

In one embodiment of the invention, a given Axon may 60 

include functionality to address self-congestion (i.e., packets 
stored in the output port buffers exceed storage capacity of the 
buffer (or exceed a storage threshold of the buffer). In one 
embodiment, to prevent self-congestion, the Axon may issue 
pause frames to other Axons and hosts upstream from the 65 

Axon (i.e., to other Axons and hosts sending packets to the 
Axon). Upon receipt of the pause frame, the receiving host 

While the invention has been described with respect to a 
limited number of embodiments, those skilled in the art, 
having benefit of this disclosure, will appreciate that other 
embodiments can be devised which do not depart from the 
scope of the invention as disclosed herein. Accordingly, the 
scope of the invention should be limited only by the attached 
claims. 

What is claimed is: 
1. A non-transitory computer readable storage medium 

comprising computer readable code for data transfer, the 
computer readable code when executed performs a method, 
the method comprising: 

receiving a first Ethernet packet from a source host at a first 
Axon, 
wherein the first Ethernet packet comprises: a first des

tination, a first source, and data, wherein the first 
source is a source Media Access Control (MAC) 
address associated with the source host, and 

wherein the first Axon comprises a route entry, wherein 
the route entry is indexed by a target identification 
associated with the target host and comprises a route 
from the first Axon to a second Axon; 
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obtaining the route using the first destination, wherein the 
route specifies a path through an Axon network from the 
first Axon to the second Axon, wherein the second Axon 
is operatively connected to the target host, wherein at 
least one intermediate Axon is interposed between the 
first Axon and the second Axon, and wherein the first 
route comprises a plurality of hops, and at least one hop 
is identified by an output port of the at least one inter
mediateAxon, wherein theAxonnetworkcomprises the 
first Axon, the second Axon, and the at least one inter- 10 

mediate Axon; 
generating an Axon packet, wherein the Axon packet com

prises the route and a reverse route, wherein the reverse 
route specifies an input port of the first Axon at which the 

15 
first Ethernet packet was received, and wherein the 
reverse route is generated as the Axon packet traverses 
the path through the Axon network, and wherein the 
reverse route specifies an input port of each Axon in the 
path through which the Axon packet passes along the 20 

path; and 
sending the Axon packet to the second Axon using the 

route. 
2. The non-transitory computer readable storage medium 

of claim 1, wherein generating the Axon packet comprises: 
replacing, in the first Ethernet packet, the first destination 

with a second destination, and the first source with a 
second source to obtain a second Ethernet packet, 

25 

wherein the first destination is the target identification, 
wherein the second destination is a target MAC address 30 

associated with the target host, and 
wherein the second source is a source identification 

associated with the source host; and 
prepending the route and the reverse route to the second 

Ethernet packet to obtain the Axon packet. 
3. The non-transitory computer readable storage medium 

of claim 2, wherein the second Axon is configured to: 
extract the second Ethernet packet from the Axon packet, 

and 
send the second Ethernet packet to the second host. 
4. The non-transitory computer readable storage medium 

of claim 1, wherein the first destination is a MAC address 
associated with the target host. 

5. The non-transitory computer readable storage medium 

35 

40 

30 
source is a source Media Access Control (MAC) 
address associated with the source host; 

obtain a route from the Axon to the second Axon using 
the first destination, 
wherein the second Axon is operatively connected to 

the target host, 
wherein the route is stored in a route entry, 
wherein the route entry is indexed by a target identi

fication associated with the target host, 
wherein the route comprises a plurality of hops, 
wherein each of the plurality of hops is identified by 

an output port of one of a plurality of Axons, and 
wherein the plurality of Axons comprises the Axon, 

the second Axon, and an intermediate Axon; 
generate an Axon packet using the route and the Ethernet 

packet, wherein the Axon packet comprises the route; 
and 

a header processor module, that, when executed by the 
processor, is configured to: 
receive the Axon packet; 
determine an output port for a next forward hop using the 

route, wherein the next forward hop is one of the 
plurality of hops; 

determine whether the output port identified by the next 
forward hop is connected to the target host, 

when the output port identified by the next forward hop 
is connected to the target host, the header processor 
module is configured to: 
extract the Ethernet packet from the Axon packet, and 
send the Ethernet packet to the second host; and 

when the output port identified by the next forward hop 
is connected to the intermediate Axon interposed 
between the Axon and the second Axon, the header 
processor module is configured to: 
update the route and update the reverse route in the 

Axon packet to obtain an updated Axon packet, 
wherein the route in the updated Axon packet does 
not include the output port for the next forward hop, 
and wherein the reverse route in the Axon packet 
includes an input of the Axon at which the Ethernet 
packet was received, and 

send the updated Axon packet, via the switch in the 
Axon, the output port. 

9. The Axon of claim 8, wherein the Axon comprises a 
plurality of input ports and a plurality of output ports. 

of claim 4, wherein the Axon comprises a content-address- 45 

able memory (CAM) configured to map the target MAC 
address to a target identification corresponding to the target 
host. 

10. The Axon of claim 9, wherein the route lookup module 
and the header processor module are associated with an input 
port of the plurality of input ports on which the Ethernet 

50 packet was received. 
6. The non-transitory computer readable storage medium 

of claim 5, wherein generating the Axon packet comprises: 
identifYing the target identification using the first destina

tion and the CAM; 
obtaining a route using the target identification; and 
prepending the route and the reverse route to the first Eth

ernet packet. 
7. The non-transitory computer readable storage medium 

of claim 6, wherein the second Axon is configured to: 
extract the first Ethernet packet from the Axon packet, and 
send the first Ethernet packet to the target host. 
8. An Axon, comprising: 
a processor; 
a route lookup module, when executed by the processor, is 

configured to: 
receive an Ethernet packet from a source host directed to 

a target host, 
wherein the Ethernet packet comprises: a first desti

nation, a first source, and data, wherein the first 

55 

60 

65 

11. The Axon of claim 8, wherein the source identification 
is in a MAC address format. 

12. The Axon of claim 8, wherein the target identification is 
in a MAC address format. 

13. The Axon of claim 8, wherein generating the Axon 
packet comprises: 

replacing, in the Ethernet packet, the first destination with 
a second destination, and the first source with a second 
source to obtain a second Ethernet packet, 
wherein the first destination is the target identification, 
wherein the second destination is a target MAC address 

associated with the target host, and 
wherein the second source is a source identification 

associated with the source host; 
combining the route with the second Ethernet packet; and 
combining the reverse route with the second Ethernet 

packet. 
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14. The Axon of claim 8, wherein the first destination is a 
target MAC address associated with the target host. 

15. The Axon of claim 14, wherein the Axon comprises a 
content-addressable memory (CAM) configured to map the 
target MAC address to the target identification. 

16. The Axon of claim 15, wherein generating the Axon 
packet comprises: 

identifYing the target identification using the first destina
tion and the CAM; and 

obtaining the route using the target identification. 10 

* * * * * 


