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Abstract

Engineering Deep Brain Stimulation as a Treatment for Parkinson’s Disease: from Models to Materials

by

Samantha R. Summerson

This thesis analyzes deep brain stimulation (DBS) as a treatment for the motor symptoms of Parkinson’s disease (PD) at multiple levels. Although this treatment is currently used on human patients, little is understood about the mechanism of action which allows patients to experience therapeutic benefits. The work here investigates efficacy of DBS in computational and experimental manners in order to enhance the understanding of the effects on neural activity and behavior. First, I examine computational models of the nuclei within the motor circuit of the brain and used these models to test novel electrical stimulation signal designs. I show that irregular spacing of stimulation pulses allows for increased variability in neuronal firing rate responses within the basal ganglia. Also, I develop a model of the stimulation-frequency-dependent nature of antidromic spiking induced in the motor cortex as a result of DBS. Second, I use the hemi-Parkinsonian rat model to demonstrate motor and cognitive behavioral effects of DBS in the globus pallidus internus (GPi). The work validates this animal model for translational research on DBS of the GPi and demonstrates results consistent with reports for DBS of the subthalamic nucleus (STN) in the same model. Additionally I study recorded neural activity in the motor cortex while stimulating the STN in order to characterize the corresponding changes in neural activity. I found that regular and irregular stimulation patterns both decrease Parkinsonian entropic noise in the output layer of the motor cortex, with irregular stimulation having the greatest benefit towards reducing this noise. Third,
I consider a new material for its biocompatibility and applicability as a material for stimulating electrodes. In the rat model that I previously validated, I verify that behavioral results using a stimulating electrode made from carbon nanotube fibers (CNTf) match results from previous experiments using standard platinum iridium (PtIr) electrodes. Additionally, it is shown that CNTf electrodes produce lower inflammation, gliosis and damage to the blood brain barrier. Together, all three aspects of the work demonstrate significant contributions to the functionality and engineering of DBS as a neuromodulation therapy for PD.
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2.1 Major pathways within the basal ganglia, and the pathways for the main input and output nuclei for the basal ganglia. The GABAergic pathways (inhibitory) are shown with solid lines and the glutamatergic pathways (excitatory) are with dotted lines. The dopaminergic projection from the substantia nigra pars compacta (SNc) to the striatum is depicted with a dashed line. Marked with gray shading are the two main target nuclei, GPi (a.k.a. the entopeduncular nucleus in the rat brain) and STN, for DBS to treat the motor symptoms of PD.  

3.1 Cartoon depiction of antidromic versus orthodromic spikes. Spikes traveling in the normal direction of propagation are known as orthodromic spikes. They travel along the axon to the axon terminal that connects to the post-synaptic cell. Conversely, antidromic spikes travel in the opposite direction and may collide with the normal (orthodromic) spikes. 

3.2 Cartoon showing synaptic connectivity for a small network with four model neurons per structure. Excitatory connections are depicted with solid lines and inhibitory connections are depicted with dotted lines. The dark circle in the middle of the STN neurons represents the DBS electrode. The white-colored cells in Layer V - M1 are the IN cells, where each IN cell forms a feedback loop with one of the PY cells. 

3.3 Example activity of GPi, GPe, and STN model cells. The left column depicts activity when the system model is in the normal (a.k.a. healthy) state and the right column depicts activity when the system model is in the Parkinsonian state.
3.4 Distribution of changes in firing rates experienced by neurons while stimulation is administered, relative to the firing rates from the preceding time period without stimulation. .............................................. 22
3.5 Average firing rate of the PY cells with regular DBS administered to the efferent STN cells at various frequencies. Values are the mean firing rate ± S.D. ................................................................. 26
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4.1 Approximate locations of the electrode positions for all subjects with one marker per subject and the EP (GPi) shaded in gray. Each image is a depiction of a coronal section that is 2-4 mm lateral and 7-9 mm ventral from Bregma, with solid and dashed lines demarcating neighboring nuclei. (a) Section is -2.16 mm posterior to Bregma. (b) Section is -2.28 mm posterior to Bregma. (c) Section is -2.4 mm posterior to Bregma. (d) Section is -2.52 mm posterior to Bregma. (e) Section is -2.64 mm posterior to Bregma. (f) Section is -2.76 mm posterior to Bregma. ................................................................. 31
4.2 Representative image of THir cells in the SNc on the left lateral and right lateral sides of a 50 µm slice. Scale bar is 1 mm. TH positive cells appear darker than the surrounding tissue. ......................... 32
4.3 Photo of the cylindrical environment used in the rotation task. The cylinder was kept in an isolation chamber to limit distractions. The cable from the stimulator was mounted on the the ceiling of the isolation chamber, so as not to impair the rats’ movements. ......................... 33
4.4 Cartoon describing a block of stimulation epochs for the rotation test. A two minute period of stimulation is represented with a numbered white box, which is bordered by black boxes represented the three minute control periods where no stimulation is administered. Eleven conditions are tested, which includes one test of baseline stimulation with no stimulation, and the order of the conditions is randomized per test. ................................................................. 34
4.5 Example of rotation of rat over time. ........................................... 35
4.6 Image of a subject rearing against the walls of an acrylic cylinder, as in the cylinder test. .......................................................... 36
4.7 Image of a subject in the open field environment. ......................... 37
4.8 Depiction of the RT task. (a) The rat places its head above milk well for a random time interval, with an early head withdrawal termed a premature response. Time to correctly withdraw head at end of interval is the reaction time. (b) Following correct head withdrawal a lever is extended and the time until lever depression is the motor time. .... 38
4.9 Image of a subject performing a sucrose preference test. Two identical bottles are presented to the subject and the volume of fluid consumed from each bottle is used to determine the anhedonic state. .............. 41
4.10 The normalized rotation rate and total angular distance traveled are presented above for the rotation task using methamphetamine and apomorphine. Different alphabetical characters indicate significant differences determined from post-hoc LSD tests ($p < 0.05$). ....................... 43
4.11 The ipsilateral to total paw touch ratio in the cylinder task. The number of times the rat reared against the side of the cylinder environment and made contact using each forelimb was recorded. The total number of times the rat used the paw ipsilateral to the 6-OHDA lesion was divided by the total number paw touches to create the paw touch ratio. Different alphabetical characters indicate significant differences determined from post-hoc LSD tests ($p < 0.05$). ....................... 45
4.12 Total number of outer squares traversed and number of rears during open field task. Different alphabetical characters indicate significant differences determined from post-hoc LSD tests ($p < 0.05$). ....................... 46
4.13 Measures of akinesia and bradykinesia. Bars represent mean ± SEM. Mean MT and RT are shown on the left and right, respectively ($n = 10$). Significant differences were found between states. *$p < 0.05$ and **$p < 0.01$ ................................. 47
4.14 Measures of cognition. Data is shown as mean ± SEM. (a) Mean PPR in the RT task ($n = 10$). The mean PPR across the states were determined to be significantly different. *$p < 0.05$ and **$p < 0.01$. (b) Mean SPI ($N = 10$). The mean SPI across the states was not equal. *$p < 0.05$. .......................................................... 49
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6.1 *In-vivo* characterization of CNT fiber electrodes for DBS: a) 6-OHDA dopaminergic lesion was induced on the right hemisphere. CNT fiber electrodes were implanted in the entopeduncular nucleus (EP) ipsilateral to the lesion. Commercial PtIr electrodes were in the left EP, and used as control; b) Results of the metamphetamine rotation test: average normalized rotation rate of a population of 4 Long-Evans rats implanted with CNT fiber electrodes and comparison with PtIr electrodes (error bars: SEM). Repeated measures ANOVA showed that there was significant difference between treatment conditions (*p* < 0.05). Pairwise comparison across frequencies was performed with post-hoc least square difference (LSD, *p* < 0.05). Frequencies are significantly different when do not share a letter.

6.2 Average single-unit waveform recorded using a CNTf electrode. The shaded region indicates the S.D. of the mean waveform values.

6.3 Example clusters formed by plotting the peak waveform amplitudes recorded across three of the four channels from two different tetrodes. The z-axis shows the peak amplitude on either the CNTf channel of a CNTf tetrode or on a NiCr channel of a standard tetrode. The x- and y-axes are peak waveform amplitudes from two of the NiCr channels in the same tetrode as the channel shown on the z-axis.

6.4 Raw LFP signal from a CNTf channel and a NiCr channel of the same tetrode.

6.5 Hystological analysis of the acute damage to the BBB due to electrode insertion: a) CNT fiber electrode at the entry location, and b) at the tip; c) PtIr electrode at the entry location and d) at the tip (scale bars: 100 µm; error bars: SEM).

6.6 Fluorescence intensity profiles from the center of the electrode at the entry point and at the tip (error bars: SEM).

6.7 Two markers are used to characterize the gliosis that occurs after chronic implantation of the PtIr electrode. (a) Astrocyte marker (GFAP), (b) Microglia marker (Iba1), (c) Overlay with DAPI.

6.8 Presence of activated macrophages is used to classify the level of inflammation induced from the PtIr electrode implant. (a) General stain for activated macrophages, (b) M1 macrophages, (c) M2 macrophages, (d) Overlay image with DAPI.
6.9 Laminin lines the blood vessels and staining for laminin may be used to indicate damage to the BBB due to the chronic presence of a PtIr electrode. (a) Laminin, (b) Laminin and DAPI co-stain. 

6.10 NeuN stain of tissue with PtIr implant. NeuN antibody identifies neuronal nuclei in order to label neurons. (a) NeuN, (b) NeuN and DAPI overlay. Recall that DAPI is a nuclei stain and labels all cells, including neurons.

6.11 Two markers are used to characterize the gliosis that occurs after chronic implantation of the CNTf electrode. (a) Astrocyte marker (GFAP), (b) Microglia marker (Iba1), (c) Overlay with DAPI.

6.12 Presence of activated macrophages is used to classify the level of inflammation induced from the CNTf electrode implant. (a) General stain for activated macrophages, (b) M1 macrophages, (c) M2 macrophages, (d) Overlay image with DAPI.

6.13 Laminin lines the blood vessels and staining for laminin may be used to indicate damage to the BBB due to the chronic presence of a CNTf electrode. (a) Laminin, (b) Laminin and DAPI co-stain.

6.14 NeuN stain of tissue with CNTf implant. NeuN antibody identifies neuronal nuclei in order to label neurons. (a) NeuN, (b) NeuN and DAPI overlay. Recall that DAPI is a nuclei stain and labels all cells, including neurons.

6.15 Fluorescence intensity profiles at increasing lateral distance from electrode tract: a) astrocytes, b) microglia, c) activated macrophages, d) M1 macrophages, e) M2 macrophages, f) laminin, g) neuronal count. Error bar: SEM.
Parkinson's disease (PD) is a neurodegenerative disorder which stems from dysfunction in the basal ganglia (BG), a group of deep brain nuclei that play a prominent role in the motor circuit of the brain. This disorder follows cell loss of dopaminergic neurons in the substantia nigra pars compacta (SNC), which projects to the striatum, and the disrupted balance of excitatory and inhibitory activity in the downstream structures. When the motor symptoms of PD become pharmacologically intractable, deep brain stimulation (DBS) is a possible alternative treatment. This technique of electrical neuromodulation consists of stimulating brain structures with implanted neural electrodes which are connected to a implanted pulse generator (IPG) that is surgically placed in the pectoral region of the patient. Some have described it as a "pacemaker for the brain" [1].

There are many advantages of DBS over other surgical solutions, such as resection. The treatment is reversible, meaning that if the device is bothersome to the patient or nonfunctional, it can be removed with minimal to no damage to brain function. Surgical strategies generally involve permanently removing or destroying part of the brain and tend to have more complications [2]. DBS treatment is adjustable, so the electrical stimulation can be adapted over time to improve the responsiveness of the
patient. Also, medications can typically be reduced when DBS is effective in reducing the motor symptoms of PD, which may result in reduced side effects and improved quality of life [2].

Like any treatment, however, there are disadvantages as well. These include the limited life span of the IPG and the need to have battery replacement surgery, although some newer models have rechargeable batteries now, as well high cost and possibility of device failure, among others. Perhaps the most problematic aspect of DBS, though, is the poor mechanistic understanding of the therapeutic action of the electrical modulation on the neural activity in BG and other nuclei in the motor circuit. Although much progress has been made towards understanding what firing patterns, coherence and other neurological changes are induced by the stimulation, the sufficient conditions for therapeutic efficacy are unknown and the optimal stimulation strategy remains an open question. Also, currently two target nuclei are used for stimulation: the subthalamic nucleus (STN) and globus pallidus internus (GPi). Although the function of these nuclei are very different, studies on which target is more efficacious are equivocal and it not understood how they each may play different roles in producing the same therapeutic end result.

This thesis seeks to add to our current understanding of DBS as a treatment for PD on multiple levels. First, I develop system-level models of important BG structures, as well as the output layer of the primary motor cortex and the thalamus, which relays information from the BG to the cortex. These models are used to examine new stimulation signal designs and their influence on firing rate changes and patterns. Biological models are an important tool for gaining insights into neural function and, in this case, serve as an effective testbed for innovative new DBS paradigms. We represent the activity of a given nucleus using a small number (< 20) of conductance-based models of individual cells. This construction allows us to consider changes occurring at both the single-unit and population level.
Second, the hemi-Parkinsonian rat model is used to study the translational aspects of GPi-DBS and novel irregular stimulation patterns for STN-DBS. There are many reasons why the rodent model is a good model to study for PD and modulation of symptoms via DBS. Unlike human and non-human primate models of PD, there is rapid access to histopathological changes and it’s easier to develop longitudinal studies due to the short lifespan of the animal. The hemi-Parkinsonian rodent model has been well developed [3–16] and allows for simultaneous disease and control behavior in the same animal. No prior work had established the relationship between the stimulation parameters and measures of motor behavior for GPi-DBS in this model. To fill this knowledge gap, I consider multiple motor and cognitive metrics, and investigate the behavior tuning as a function of stimulation frequency. Since there is a large existing body of literature on STN-DBS in the hemi-Parkinsonian rodent model, we choose to switch DBS targets when considering the proposed irregular current pulse pattern for DBS and the induced changes in cortical activity. Neural activity in the output layer of the motor cortex is recorded while stimulation is administered and the resultant changes are characterized. We find that stimulation reduces pathological entropic noise and alters firing rate patterns in the cortex via the hyperdirect pathway to the STN.

Third, the same animal model is used as a vehicle for determining the biocompatibility of a potential new material for fabricating stimulating and recording electrodes. Carbon nanotube fibers are highly conductive, electrochemically stable, strong, flexible, and microscale in size. These properties make it an attractive alternative to current materials. I show that a stimulating electrode made from this material works just as well as standard commercial electrodes in terms of the therapeutic benefits achieved with GPi-DBS in the hemi-Parkinsonian rat model. Also, I show that recording electrodes made from this material achieve good signal-to-noise ratio (SNR) for single-unit and local field potential (LFP) recordings. Finally, the immunoresponse
to acute and chronic damage is characterized. It is hypothesized that flexibility of the fiber allows it to flex with micromovements of the tissue, thus resulting in a lower negative reaction to the presence of the electrode in brain tissue.
The BG are an organized network of subcortical nuclei that are responsible for many aspects of brain activity. They are involved in movement, associative learning, planning, working memory and emotion. The largest nucleus of the BG is the striatum, which is mainly composed of medium spiny neurons. These are GABAergic cells, so they inhibit the cells that they synapse onto. The striatum is also the main input source of the BG, although the cortex does have a direct connection to the subthalamic nucleus (STN) and this connection is known as the hyperdirect pathway. The striatum receives input from the cortex and the substantia nigra pars compacta (SNc), which is one of the two main areas of the brain that produces dopamine. As a neurotransmitter, dopamine modulates striatal activity.

There are two major pathways throughout the BG: the direct and indirect pathway. The direct pathway is responsible for initiating and executing movement. It consists of the the cortex stimulating the striatum, which inhibits the substantia nigra pars compact (SNc) and globus pallidus internus (GPi). These targets disinhibit activity in the thalamus which in turn stimulates cortical activity that stimulates muscles. Conversely, the indirect pathway is responsible for inhibiting movement. In this pathway, the cortex stimulates the striatum, which then inhibits the globus pal-
Figure 2.1: Major pathways within the basal ganglia, and the pathways for the main input and output nuclei for the basal ganglia. The GABAergic pathways (inhibitory) are shown with solid lines and the glutamatergic pathways (excitatory) are with dotted lines. The dopaminergic projection from the substantia nigra pars compacta (SNc) to the striatum is depicted with a dashed line. Marked with gray shading are the two main target nuclei, GPi (a.k.a. the entopeduncular nucleus in the rat brain) and STN, for DBS to treat the motor symptoms of PD.

GPe. The GPe disinhibits activity in STN, which stimulates activity in the SNr and GPi. These nuclei inhibit the Thalamus, so it stimulates less the area of the cortex responsible for stimulating muscles. These pathways are depicted in Fig. 2.1.

The dopaminergic pathway from SNc to the striatum modulates the antagonist functions of the direct and indirect pathways. When there is a lack of dopamine, as in PD when the dopaminergic cells are degenerating, the direct pathway is less functional and the indirect pathway operates in overdrive. This leads to excessive inhibition of movement, which is responsible for the hypokinetic state affiliated with PD. Common motor symptoms are shaking, rigidity, difficulty initiating movement
(akinesia), difficulty executing movement (bradykinesia), and problems with gait. Late stage PD also tends to have cognitive symptoms associated with it, such as dementia and depression.

There are many pathological changes of the neural activity within the BG in the Parkinsonian state, some of which have been correlated to impaired motor movement. Throughout the BG, there is an increase in beta band power [11] and bradykinesia has been correlated with increased in beta band beta in the monkey model of PD [17]. The activity in STN, which is a glutamatergic nucleus in the indirect pathway, and GPe becomes more phasic and bursty [18]. The firing rate in GPi, the main output nucleus of the BG, significantly increases, causing increased inhibition of thalamic activity [18].

The motor symptoms of PD are commonly initially treated with Levadopa, which is a dopamine precursor that is metabolized into dopamine when taken as a pharmacological treatment. Over time, patients may tend to grow resistant to medication. DBS is typically recommended when drug therapy is insufficient to manage the symptoms of the disease and has been a FDA-approved treatment for PD since 2002. It is also FDA-approved for essential tremor and dystonia, and under investigation for treatment of many other neurodegenerative and neuropsychiatric disorders. The two main target nuclei for DBS to treat PD are the STN and GPi. The STN is an attractive target because it plays a unique role in regulating the BG activity [19], while the GPi is appealing because it serves as the main output connector of the BG to the thalamus.

Although stimulation of both targets, STN and GPi, has been shown to provide therapeutic benefits in human patients [20–26], there remains a deficient mechanistic comprehension of DBS. For treatment of human patients, targeting the STN is considered preferential by some [27], though recent studies have indicated that the difference in effectiveness between the two targets is equivocal [20–23]. However, there
is some indication that there are more cognitive side effects of STN-DBS due to its relationship with the limbic system [24, 25] and that GPi-DBS may have more benefits in this regard [23]. In human studies, impulsivity and depression are associated with both targets [21, 25, 28], and anger has been specifically linked to STN-DBS [21]. In general the side effects associated with GPi-DBS are not as well characterized as those for STN-DBS [25].

Consequently, optimizing stimulation patterns for DBS in order to maximize therapeutic benefits is challenging. The 6-hydroxydopamine (6-OHDA) rodent model has frequently been used to study PD and DBS [3–12, 29]. Typically a unilateral injection of 6-OHDA is administered in the brain of a naive rat to induce one hemisphere to be Parkinsonian, thus creating a hemi-Parkinsonian model. The hemi-Parkinsonian rodent model is advantageous for behavioral studies because it is more feasible to study larger populations, which are required to meaningfully interpret statistical findings of behavioral data. Thus, the rodent model is an appropriate vehicle for investigating motor improvement associated with GPi-DBS, and impulsivity and depression as potential side effects. The 6-hydroxydopamine (6-OHDA) rodent model has frequently been used to study PD and DBS [3–12, 29], but this work has focused almost exclusively on STN-DBS and no previous work has developed the relationship between behavior and stimulation frequency for GPi-DBS.

Aside from examining how the two targets differ in their efficacy for DBS, the optimal way to stimulate these structures remains an open question. Standard DBS consists of a train of regularly spaced bi-phasic current or voltage pulses. The rate of these pulses, the amplitude, and the pulse widths are the parameters that are tuned on a per-subject basis in order to find a stimulation signal that works well. This is done in an ad-hoc fashion, although in many animal and human DBS studies it has been verified that high frequencies (> 90 Hz) are more effective than low frequencies for stimulation in both GPi and STN [10, 11, 25, 27, 30]. Although therapeutic benefit
is attained using this basic strategy of regularly spaced pulses, the neural activity is not restored to its non-pathological state. In fact, stimulated neurons become pulse-locked and create an increase in power in the frequency band around the pulse frequency [11]. Although this is effective because bad information can no longer be transmitted by these entrained neurons, this “informational lesion” may also be a limiting feature of the treatment since good information cannot be transmitted by the neurons either.

More complex signal designs have been considered. In [31] it was shown that the temporal pattern of stimulus pulses influences the potency of the treatment. Previous work has found that stimulation signal with pulse times drawn from a gamma distribution and instantaneous pulse frequencies drawn from a log-uniform distribution were not therapeutically effective [32,33] and suggest that regularization of neural activity is the key to the therapeutic benefit. The work in [33] in particular showed that long pauses between stimulation pulses is the main culprit for the reduction of efficacy. Much of the signal design work takes advantages of animal and biological computational models, because they are useful tools for studying novel designs and allow for multiple layers of analysis.

A final thrust of DBS that is relevant to this thesis is the investigation of new materials for electrode design. Two considerations for electrode design are the charge density that is able to be achieved for particular electrical contact geometries and the immunoresponse induced by the foreign material in the brain tissue. This second consideration is of interest to myself. Standard electrodes are made with metals such as platinum or platinum-iridium, which are intrinsically limited in the maximum currents and charge density that can be delivered through capacitive or reversible faradaic mechanisms [34]. Minimization of the device footprint is of research interest because it may reduce the inflammatory foreign-body response and the mechanical damage caused by the relative micromotion with brain tissue, thus improving the overall bio-
compatibility of the implanted electrode [35]. Naturally, better biocompatibility is an additional factor that contributes to the long-term efficacy of DBS.
Chapter 3

Computational Modeling

The use of neuronal models is an important tool in the field of neuroscience. There are a variety of models, from abstract neural network models to biophysical models along the lines of conductance-based Hodgkin-Huxley cell models [36]. The latter are the type of cell models used in this work. The differential equations that govern the model provide a mathematical description of how the synaptic, ionic and other (e.g. injected) currents influence the voltage potential across the membrane of the cell over time, which is appropriate level of complexity necessary when modeling how an added current source (i.e. the stimulating electrode) influences the spiking behavior of the cells and extrapolating population-level activity. Also, by adjusting the cell model parameters the properties exhibited in a variety of phenotypic states can be replicated, such as healthy and Parkinsonian neural activity.

The biophysical models used consist of a set of ordinary differential equations, which characterize the voltage potential across the membrane of the neurons over time. Six cell types are models here, one type per nucleus in the basal ganglia and then two cell types to model activity in the motor cortex. Below the six models are described. Note that it is understood that current varies with time and a current $x$ is denoted as $I_x$, which is shorthand for $I_x(t)$. The neuron models used are based on
previous work [37–39], though parameter adjustments have been made so that the spiking activity of the neurons in the full network match experimental data [11,17,40] and the construction of the full-scale model is novel. We also add noise to the models by incorporating noise currents, $I_z$, into the differential equations, where $z$ is zero-mean Gaussian variable.

### 3.1 Cell Models

Single compartment models were used for cortical pyramidal (PY) cells, the excitatory cells in the motor cortex, and interneurons (IN), which are inhibitory cells. Every PY cell $i$ was described by the following equation:

$$C_m \frac{\partial}{\partial t} V_i = -g_L(V_i - E_L) - \sum_j I_{j,i}^{\text{int}} - \sum_k I_{k,i}^{\text{syn}} - d_i I_{\text{dbs}} - I_z,$$

where $V_i$ is the membrane potential of cell $i$ and $C_m$ is the specific capacity of the membrane. The first term on the right hand side represents a leak current, the second term is the sum of ionic currents, and the third term is due to synaptic inputs from pre-synaptic cells. The current $I_{\text{dbs}}$ results from the DBS current source (i.e. the electrode) and $I_z$ is the noise current, which accounts for variations in input that are not explicitly modeled. Although PY cells are not directly directed, Layer V cortical cells project to STN, which is the modeled target for stimulation. With the projection axons being excited, antidromic spiking is induced at the PY cells, which is why the current $I_{\text{dbs}}$ attenuated by $d_i$ is incorporated into the differential equation.

Since the current pulse from a DBS electrode changes the extracellular potential in the STN tissue close to the electrical contact, it’s possible that depolarization of the descending axon of the pre-synaptic M1 cells occurs and an action potential is excited in the axon. Conduction of a spike along the axon towards the soma and away from the axon terminal is referred to as antidromic spiking, because it is conduction of
spikes in the direction opposite of normal travel. Normal spikes travel away from the soma along the axon towards the axon terminal and are called orthodromic spikes. This is depicted in the cartoon in Fig. 3.1. Antidromic spikes can be detected by verifying collisions with orthodromic spikes and by observing the appearance of action potentials at the soma with relatively low, fixed latency from the time of the stimulation pulse.

The equation for governing the IN cells is very similar and is given by

$$C_m \frac{\partial}{\partial t} V_i = -g_L(V_i - E_L) - \sum_j I^{int}_{j,i} - \sum_k I^{syn}_{k,i} - I_z.$$  \hspace{1cm} (3.2)

The meaning for the terms on the right hand side is the same, although there is no direct DBS input to these cells. This is because interneurons are not directly stimulated nor do they project to the nucleus which is stimulated. However, PY cells do synapse onto IN cells and thus DBS induces indirect modulation of the firing activity of the IN cells.

Intrinsic current $j$ due to ion flow across the membrane of cell $i$ is denoted as $I_{j,i}$ and represented by the form

$$I^{int}_{j,i} = \bar{g}_j m_j^M h_j^N (V_i - E_j).$$  \hspace{1cm} (3.3)
The variable $\bar{g}_j$ represents the maximal conduction for ion $j$, while $m_j$ and $h_j$ are the activation and inactivation variables, respectively. The realizations of these variables are governed by a two-state kinetic scheme as in [36,39]. The reversal potential is $E_j$. The intrinsic parameters for these two cell types are shown in Tables 3.1 and 3.2.

The voltage equation for the membrane potential, $V_{GPe}$, is

$$C_m \frac{\partial V_{GPe}}{\partial t} = -I_l - I_K - I_{Na} - I_T - I_{Ca} - I_{STN,GPe} - I_{GPe,GPe} + I_{str,GPe} + I_z.$$  \hspace{1cm}(3.4)

The same nomenclature for $I_l, I_K, I_{Na},$ and $I_{Ca}$ as with the STN neurons is used. The GPe neurons have an additional ionic current which is a T-type calcium current, denoted as $I_T$. It is assumed that there is excitatory input from STN neurons and inhibitory input from other GPe neurons, represented by $I_{STN,GPe}$ and $I_{GPe,GPe}$, respectively. Additionally, the input to the GPe neurons from the striatum is modeled as a constant current, $I_{str,GPe}$. Cell parameters are given in Table 3.3.

The GPi neurons are very similar to the GPe neurons and have the membrane
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{g}_L$</td>
<td>0.1 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_L$</td>
<td>-55 mV</td>
</tr>
<tr>
<td>$\bar{g}_{Na}$</td>
<td>120 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_{Na}$</td>
<td>55 mV</td>
</tr>
<tr>
<td>$\bar{g}_K$</td>
<td>30 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_K$</td>
<td>-80 mV</td>
</tr>
<tr>
<td>$\bar{g}_{Ca}$</td>
<td>0.15 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_{Ca}$</td>
<td>120 mV</td>
</tr>
<tr>
<td>$\bar{g}_T$</td>
<td>0.5 mS/cm$^2$</td>
</tr>
<tr>
<td>$\bar{g}_{AHP}$</td>
<td>30 mS/cm$^2$</td>
</tr>
</tbody>
</table>

Table 3.3: Parameters for GPe cells.

The same types of ionic currents are present as with the model GPe neurons. However, there is no assumed inhibitory inputs between individual neurons within the brain structure. It is also important to note that $I_{app}$, a constant current input, is applied in order to ensure that the intrinsic firing rate of the GPi neurons is higher than GPe neurons, in agreement with experimental data [17]. Cell parameters are given in Table 3.4.

The voltage equation for the membrane potential, $V_{STN}$, is

$$C_m \frac{\partial}{\partial t} V_{STN} = -I_l - I_K - I_{Na} - I_{Ca} - I_{GPe,STN} + I_{DBS} + I_z.$$  \hspace{1cm} (3.6)

The leak current is denoted by $I_l$, while the potassium, sodium, and calcium ionic currents are denoted by $I_K$, $I_{Na}$, and $I_{Ca}$, respectively. Inhibitory synaptic current from afferent GPe neurons, $I_{GPe,STN}$, is also included in the model and is a weighted sum of the inputs from all presynaptic GPe neurons. Since the STN neurons are the
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{g}_L$</td>
<td>0.1 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_L$</td>
<td>-55 mV</td>
</tr>
<tr>
<td>$\bar{g}_{Na}$</td>
<td>120 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_{Na}$</td>
<td>55 mV</td>
</tr>
<tr>
<td>$\bar{g}_K$</td>
<td>30 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_K$</td>
<td>-80 mV</td>
</tr>
<tr>
<td>$\bar{g}_{Ca}$</td>
<td>0.15 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_{Ca}$</td>
<td>120 mV</td>
</tr>
<tr>
<td>$\bar{g}_T$</td>
<td>0.5 mS/cm$^2$</td>
</tr>
<tr>
<td>$\bar{g}_{AHP}$</td>
<td>30 mS/cm$^2$</td>
</tr>
<tr>
<td>$I_{app}$</td>
<td>3 $\mu$A</td>
</tr>
</tbody>
</table>

Table 3.4: Parameters for GPi cells.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{g}_L$</td>
<td>2.25 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_L$</td>
<td>-60 mV</td>
</tr>
<tr>
<td>$\bar{g}_{Na}$</td>
<td>37.5 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_{Na}$</td>
<td>55 mV</td>
</tr>
<tr>
<td>$\bar{g}_K$</td>
<td>45 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_K$</td>
<td>-80 mV</td>
</tr>
<tr>
<td>$\bar{g}_{Ca}$</td>
<td>0.15 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_{Ca}$</td>
<td>140 mV</td>
</tr>
<tr>
<td>$\bar{g}_T$</td>
<td>0.5 mS/cm$^2$</td>
</tr>
<tr>
<td>$\bar{g}_{AHP}$</td>
<td>9 mS/cm$^2$</td>
</tr>
<tr>
<td>$I_{app}$</td>
<td>-15 $\mu$A</td>
</tr>
</tbody>
</table>

Table 3.5: Parameters for STN cells.

target of the DBS, the stimulation current, $I_{DBS}$, is incorporated into the voltage equation above. Parameters for this cell type are given in Table 3.5.

The voltage equation for the membrane potential, $V_{TC}$, is

$$C_m \frac{\partial}{\partial t} V_{TC} = -I_l - I_K - I_{Na} - I_T - I_e - I_{GPi,TC} + I_z.$$  \hspace{1cm} (3.7)

The current denoted $I_e$ represents time-varying excitatory synaptic inputs from cells not explicitly included in the simulation. These cells also receive excitatory inputs
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_L$</td>
<td>0.05 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_L$</td>
<td>-70 mV</td>
</tr>
<tr>
<td>$g_{Na}$</td>
<td>3 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_{Na}$</td>
<td>50 mV</td>
</tr>
<tr>
<td>$g_K$</td>
<td>5 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_K$</td>
<td>-90 mV</td>
</tr>
<tr>
<td>$g_T$</td>
<td>5 mS/cm$^2$</td>
</tr>
<tr>
<td>$E_T$</td>
<td>0 mV</td>
</tr>
<tr>
<td>$g_e$</td>
<td>0.05</td>
</tr>
<tr>
<td>$E_e$</td>
<td>0 mV</td>
</tr>
</tbody>
</table>

Table 3.6: Parameters for TC cells.

from GPi cells, as represented by $I_{GPi,TC}$. The parameters for the TC cells are given in Table 3.6.

3.2 Nuclei Models

Each structure in the BG is represented by 16 model neurons, totaling 64 model neurons for the entire network, plus for every STN cell there is an accompanying PY and IN cell in the modeled cortical layer. The links between these neurons, i.e. the synaptic connections, are randomly determined at the beginning of the simulation and the strength of these connections evolves over time according to the synaptic conductivity differential equations. We determine this random synaptic connectivity map by assuming that each cell $i$ receives a fixed number $n_x$ of inputs from a presynaptic cell type $x$. Thus $n_x$ indices are selected by sampling uniformly without replacement from the index set of presynaptic cell type $x$. This is done independently for each cell $i$. For example, STN cell 1 may receive inputs from GPe cells 2 and 4, while STN cell 2 could simultaneously be connected to GPe cells 2 and 3 since the random assignments are done independently. We chose the numbers of links per cell type, $n_x$, to match empirical data and previous reports of approximate density of connections.
Table 3.7: Parameters for randomly generate synaptic connections between cells.

<table>
<thead>
<tr>
<th>(Presynaptic Cell Type, Postsynaptic Cell Type)</th>
<th>Number of Connections</th>
</tr>
</thead>
<tbody>
<tr>
<td>(GPe, STN)</td>
<td>2</td>
</tr>
<tr>
<td>(STN, GPe)</td>
<td>3</td>
</tr>
<tr>
<td>(GPe, GPe)</td>
<td>2</td>
</tr>
<tr>
<td>(STN, GPi)</td>
<td>1</td>
</tr>
<tr>
<td>(GPi, TC)</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 3.2: Cartoon showing synaptic connectivity for a small network with four model neurons per structure. Excitatory connections are depicted with solid lines and inhibitory connections are depicted with dotted lines. The dark circle in the middle of the STN neurons represents the DBS electrode. The white-colored cells in Layer V - M1 are the IN cells, where each IN cell forms a feedback loop with one of the PY cells.

between nuclei [37,41]; this is presented in Table 3.7.

The connectivity assignments were selected to be made according to a uniform distribution because it provides maximal randomness in the model of connectivity, which is most appropriate when using a small number of model neurons to globally represent activity in a brain structure which in practice has many orders of magnitude more cells. Additionally, each PY cell projected to a unique STN neuron and IN cell, which has a feedback projection to the original PY cell. To illustrate the connectivity model assumed, a smaller example network is depicted in Fig. 3.2.

For the STN neurons, a notion of distance is also introduced into the model. It
has been shown that voltage potential change induced by a current pulse decays as a function of the distance between the neuron and the current source [42,43]. Thus, we uniformly distributed the STN neurons inside a sphere of radius $r$, where the DBS electrode is defined to be located at the center of the sphere. Since the STN can be approximated as an ellipsoid with the smallest axis of length around 4 mm [44], we assume that $r = 4$ mm for the sphere.

The output of the computational model simulations are a set of voltage waveforms as a function of time, with one waveform per cell. Example activity is shown in Fig. 3.3. Notice that in the Parkinsonian state, the average firing rate is modulated and the firing pattern of all cells is more bursty. These voltage waveforms are then transformed into spike train data, where spikes are detected when the voltage exceeds a pre-determined threshold which is type-dependent. The spike train data is processed to analyze changes in the average firing rate and the distribution of the interspike intervals.

### 3.3 Regular and Irregular DBS

We incorporate DBS into the network model by including an additional current input to the STN neurons, which represents the current from the DBS electrode. The STN neurons are uniformly distributed inside a sphere so that each cell $i$ is distance $d_i$ mm away from the current source and the input to cell due to the DBS current, $I_{stim}$, is scaled by a function of this distance. The current at the STN neuron $i$ is

$$I_{DBS} = I_{stim} \exp\{- (d_i / \sigma_d)^2\}, \quad (3.8)$$

where $d_i$ is the Euclidean distance from the sphere center and $\sigma_d$ is selected such that there is a large range in current amplitudes seen throughout the sphere. For the results presented in this work, $\sigma_d = 0.5$ mm.
Figure 3.3: Example activity of GPi, GPe, and STN model cells. The left column depicts activity when the system model is in the normal (a.k.a. healthy) state and the right column depicts activity when the system model is in the Parkinsonian state.
In practice, DBS pulses are bi-phasic, so current alternates directions between electrical contacts on the electrode. This is done so that charge does not accumulate due to the capacitive nature of neural tissue. Here we model the electrode as a point source, so we assume that the DBS current signal, $I_{stim}$, consists of a pulse train with uni-phase pulses of width $\omega$ microseconds and amplitude $\alpha \text{ pA/\mu m}^2$. A single pulse, $p_\alpha(t)$, can be described as

$$p_\alpha(t) = \begin{cases} -\alpha & 0 \leq t \leq \omega \\ 0 & \text{otherwise} \end{cases}. \quad (3.9)$$

Assuming for simplicity of notation that stimulation begins at $t = -\infty$, we have

$$I_{stim}^{reg}(t) = \sum_{n=-\infty}^{\infty} p_\alpha \left( t - \frac{n}{f} \right), \quad (3.10)$$

where $f$ is the stimulation frequency. The above signal has regularly spaced pulses at intervals of $1/f$. To create an irregular pattern of stimulation, noise is added to the timing of these pulses. In this case,

$$I_{stim}^{irr}(t) = \sum_{n=-\infty}^{\infty} p_\alpha \left( t - z_n - \frac{n}{f} \right), \quad (3.11)$$

where $z_n$ are i.i.d. uniform random variables over the range $[-s, s]$ for some $s \in \mathbb{R}$ for all $n$. The average inter-pulse period between pulses is still $1/f$, but the period is no longer deterministic.

### 3.4 Mixture of Response

For a particular realization of synaptic connectivity and STN neuron topology, parkinsonian neural activity is simulated in response to (1) a regular, 150 Hz sequence of square current pulses and to (2) the same sequence of pulses with Gaussian jitter
Figure 3.4: Distribution of changes in firing rates experienced by neurons while stimulation is administered, relative to the firing rates from the preceding time period without stimulation.

Changes in firing rate, with and without random perturbations, were characterized in order to determine how the stimulation influenced the average spiking activity of
<table>
<thead>
<tr>
<th></th>
<th>r (Pearson)</th>
<th>p</th>
<th>95% C.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>STN</td>
<td>0.921</td>
<td>1.21e-15</td>
<td>(0.783, 0.973)</td>
</tr>
<tr>
<td>GPi</td>
<td>0.995</td>
<td>6.35e-3</td>
<td>(0.986, 0.998)</td>
</tr>
<tr>
<td>GPe</td>
<td>-0.651</td>
<td>4.14e-7</td>
<td>(-0.867, -0.229)</td>
</tr>
</tbody>
</table>

Table 3.8: Correlations between change in $C_v$ for regular and irregular DBS.

all of the neurons. Additionally, the coefficient of variation of the inter-spike intervals (ISI), defined as

$$C_v = \frac{\sigma}{\mu},$$

was used as a measure of regularity. Spike trains with a low $C_v$ are considered highly regular, or near periodic, while spike trains with high $C_v$ are considered to be more irregular and have more variability in firing time.

Stimulus-locked firing was observed for a subset of STN and GPi neurons in response to both regular and irregular DBS, meaning these neurons had an average firing rate of 150 Hz computed over the 10 second interval. The lack of entrainment of GPe neurons is likely due to the inhibitory connections between GPe neurons. This matches neural activity that has been correlated with improvement in motor symptoms [11, 41]. For non-stimulus-locked neurons, changes in both firing rate and ISI $C_v$ occurred. A mixture of responses was observed with stimulation: some neurons had increased firing rates, some had decreased firing rates, and some neurons remained unchanged. This mixture of responses is also consistent with previous computational and in vivo studies [11, 41, 45]. However, we find that there is greater variability in the distribution of firing rate changes induced by DBS with jitter. In Fig. 3.4, the percentage of neurons that display the three types of changes in firing rate is depicted for each brain structure simulated; the bars on the right half of the graph for the jittered case display a more diverse range of responses.

In comparing the change in the $C_v$ in response to regular DBS and DBS with irregular pulse timing, there is an interesting correlation between the two for neural
activity in the GPe. While the changes in $C_v$ for both STN neurons and GPi neurons are positively correlated, the change in $C_v$ experienced by GPe neurons in the case of regular DBS is negatively correlated with the case of jitter DBS. Exact values are shown in Table 3.8. The neurons with a decreased $C_v$ in response to regular DBS tended to have an increased $C_v$ with irregular DBS.

### 3.5 Antidromic Spiking

Descending connections from the output layer of the cortex to the STN form the hyperdirect pathway. When administering DBS in the STN, the stimulation can activate both afferent and efferent axons \cite{17,46}. It has been shown that modulation of cortical activity may be important for therapeutic benefit \cite{47,48} and demonstrated that stimulating the STN in the rodent model evokes antidromic spikes in the motor cortex \cite{40}. Antidromic spikes originate in the axon and propagate towards to cell body of the presynaptic cell. They are evoked by the stimulus pulse and appear at the presynaptic cell body, in this case the body a projection neuron in M1, with a short fixed latency. Antidromic spikes may collide with orthodromic spikes, which are action potentials moving in the standard direction along the axon.

In \cite{40}, a frequency-dependent relationship for the fidelity and rate of antidromic spikes was found. The paper reports that with increasing stimulation frequency, there is a monotonic decrease in the fidelity of the pyramidal cell to the stimulus pulse. Thus, when stimulating at low rates ($\sim 10$ Hz) in STN, there is a high probability that for a given stimulus pulse there will be a corresponding antidromic spike in Layer V of M1 after a short latency. However, when stimulating at high rates ($\sim 150$ Hz), the probability of inducing an antidromic spike is lower.

In order to replicate this behavior in a model of M1, more than PY cells are necessary since alone they will have increasing firing rates with increasing rate of
inputs. In my model, I use an interneuron in a negative feedback loop with the PY cell. The PY cell synapses onto the STN cell that receives stimulation, as well as the IN. When stimulation is administered in the model, antidromic input appears at the PY cell body, as well as at the IN synapse of the axonal branch of the PY cell. Thus, as the rate of stimulation increases, the activity of both the IN and PY cells increase, with the IN cell increasing its inhibition of the PY cell activity.

Results from simulations similar to what was described in the previous section are shown in Figs. 3.5 and 3.6. For the four frequencies simulated, I was able to reproduce similar trends as reported for in vivo recordings [40] and those found in this body of work (see Fig. 5.4). The firing rate of IN cells increases monotonically with the stimulation frequency, which is expected since there are no inputs inhibiting the activity of these cells. However, the shape of the firing rate tuning curve for the PY cells is concave. This is because while the excitatory antidromic input to the PY cell increase with frequency, so does in the inhibitory synaptic input from an IN cell. The strength of the synaptic conductivity for the IN→PY synapse is the key parameter that is tuned to the achieve the desired level of inhibition at the PY cell when stimulation is administered at different frequencies. The results are more robust to variations in the synaptic conductivity of the PY→IN synapses, the amplitude of the DBS current arriving at the PY soma, and the amplitude of the DBS current arriving at the IN synapse, though all of these variables must be considered jointly when adjusted to fit data.

Additionally we compute the entropy of the ISIs for the orthodromic spikes. The entropy describes how much uncertainty or randomness there is for the variable considered, namely the ISIs. If the firing is more regular, the entropy will be low, and if the firing is more bursty, the entropy will be higher. Entropy results are shown in Fig. 3.7 for both types of stimulus patterns considered at multiple frequencies. The general trend is the entropy of the orthodromic spike ISIs decreases with increasing
Figure 3.5: Average firing rate of the PY cells with regular DBS administered to the efferent STN cells at various frequencies. Values are the mean firing rate ± S.D.

frequency, which corresponds to the burstiness of the firing being reduced. The irregular DBS decreases the entropy more than regular DBS. Since the average firing rate for the PY and IN cells is not significantly different for the two stimulus patterns, the main change induced by the irregular DBS is in the firing patterns of the PY cells.
Figure 3.6: Average firing rate of the IN cells with regular DBS administered to the efferent STN cells at various frequencies. Values are the mean firing rate ± S.D.

Figure 3.7: ISI entropy computed from the cortical computational model.
The 6-hydroxydopamine (6-OHDA) rodent model has frequently been used to study PD and DBS [3–12,29], but no prior work has developed the relationship between motor symptoms of PD in behaving rats and the effects of Gpi-DBS. In order to address this, the work presented here provides a systematic characterization of behavior tuning in response to stimulation frequency and validation of the translational value of the 6-OHDA rodent model to study Gpi-DBS. Animals were evaluated using a suite of behavioral paradigms to probe their motor ability, mood and impulsiveness. We assayed their performance in three different states: naive (intact), hemi-Parkinsonian, and with stimulation (i.e. hemi-Parkinsonian state with unilateral Gpi-DBS). Thus, each subject served as its own control and eliminated the need for multiple cohorts. In many DBS studies, animal and human, it has been found that high frequencies (> 90 Hz) are more effective than low frequencies for stimulation in both Gpi and STN [10,11,25,27,30]. In order to fully ascertain behavior tuning with stimulation frequency, we considered a range of frequencies spanning untherapeutic and therapeutic regimes.

Two populations of rats were used. The population (n = 10) was hemi-Parkinsonian and studied in a variety of motor tasks to understand how stimulation frequency tuned
motor behavior. A rotation task determined the asymmetrical limb use attributed to the unilateral 6-OHDA lesion and the reduced asymmetry under ten stimulation frequencies. This was further characterized in a cylinder task, where ipsilateral and contralateral forelimb wall touches were recorded for the same settings. The open field task was used to investigate the horizontal and vertical ambulation of the subjects in the hemi-Parkinsonian state and with five different stimulation frequencies. The second population of subjects ($n = 10$) was evaluated in motor and cognitive tasks in three possible states: naive (intact), hemi-Parkinsonian, and with GPi-DBS at a stimulation frequency verified to be therapeutic from the first population (130 Hz). This group was evaluated in a reaction time task to monitor the level of akinesia and bradykinesia in subjects, as well as to measure their level of impulsiveness. Additionally, anhedonia was measured via a sucrose preference task.

4.1 Animal Model

Male Long-Evans rats (Charles River Laboratories) weighing 400-550g were housed individually under a 12/12 hr light/dark cycle. To facilitate behavioral training, animals were given a food restricted diet such that they reached approximately 85% of their initial weight. Water was given *ad libitum*, except preceding the sucrose preference task. A bottle of evaporated milk sweetened with saccharin (Sweet-N-Low) was placed in the rats’ cages 1-3 days before initial training in the reaction time task to prime the rats, as it was used as a liquid reward during the task. Additionally, they were given Reese’s Pieces and peanuts as treats at the experimenter’s discretion. All experiments were approved by the Institutional Animal Care and Use Committee of Rice University.

Following behavior training and/or behavior evaluation in the naive state, the rats received a unilateral injection of 6-OHDA in the right hemisphere and were implanted
with a stereotrode in the right entopeduncular nucleus (EP), the rat equivalent of the GPi. Prior to the procedure, buprenorphine (0.01-0.05 mg/kg) was administered subcutaneously (SQ) and desmethylimipramine (DMI, 10-20 mg/kg) was administered intraperitoneally (IP) to protect noradrenergic neurons from the neurotoxin. Rats were placed in a stereotactic apparatus (Kopf Instruments, California, USA) throughout the procedure. Under anesthesia (0.5-5% isoflurane in oxygen), 6-OHDA (2 µl of 4 µg/µl in 0.9% saline; Sigma, Zwijndrecht, The Netherlands) was stereotactically injected into the medial forebrain bundle (MFB, coordinates from Bregma: AP -4, ML 1.2, DV -8.1). The injection needle was left in place for an additional 7-10 minutes following the injection to reduce the probability of the neurotoxin going up the needle track prior to absorption. In the same procedure, a platinum iridium or tungsten stereotrode (R = 10 kΩ; MicroProbes, Maryland, USA) was implanted in the EP (coordinates from Bregma: AP -2.5, ML 3, DV -7.9). Craniotomies were sealed with silicone elastomer (World Precision Instruments, Florida, USA), and the electrode connector was affixed in place with 6-12 stainless steel skull screws, as exposed skull surface space allowed, and dental acrylic. The electrode was fixed in place in such a manner that a plug connected to the electrode remained accessible for connection to the stimulator. The rats were given 2 days of post-operative care and all rats began the behavior tasks 2 weeks following the injection of 6-OHDA, which is sufficient time for a dopaminergic lesion to develop [49]. The loss of dopaminergic neurons is supported by the behavioral results of all subjects and posthumously through histological processing of the brains.

Following the experiments, the rats were anesthetized and the stimulating sites were marked by electrolytic lesions. The rats were given an overdose of Euthasol (0.5 – 1ml; Virbac AH Inc.) and then perfused intracardially with a 10% isotonic sucrose solution followed by 4% paraformaldehyde (PFA) in PBS. The brains were cryoprotected in a 30% sucrose solution in PFA (typically 4-5 days), then frozen
Figure 4.1: Approximate locations of the electrode positions for all subjects with one marker per subject and the EP (GPi) shaded in gray. Each image is a depiction of a coronal section that is 2-4 mm lateral and 7-9 mm ventral from Bregma, with solid and dashed lines demarcating neighboring nuclei. (a) Section is -2.16 mm posterior to Bregma. (b) Section is -2.28 mm posterior to Bregma. (c) Section is -2.4 mm posterior to Bregma. (d) Section is -2.52 mm posterior to Bregma. (e) Section is -2.64 mm posterior to Bregma. (f) Section is -2.76 mm posterior to Bregma.
Figure 4.2: Representative image of THir cells in the SNc on the left lateral and right lateral sides of a 50 µm slice. Scale bar is 1 mm. TH positive cells appear darker than the surrounding tissue.

in Tissue-Tek OCT and stored at −80°C Celsius. Frozen brains were sliced along the coronal plane and 50 µm sections were immunostained for tyrosine hydroxylase (TH; primary rabbit anti-TH antibody, 1:200 dilution; and biotinylated goat anti-rabbit secondary antibody, 1:400 dilution). A red fluorescent Nissl stain was used (Neurotrace, Invitrogen, 1:200 dilution) and slices were mounted using ProLong Gold Antifade Reagent with DAPI. The slices were imaged using a Nikon A1-rsi Confocal Microscope in order to determine electrode locations and lesion size. The electrode positions are depicted in Fig. 4.1, where the GPI is the shaded region in each figure and a black dot represents the tip location of a stereotrode for each subject. Also, the number of TH immunoreactive (THir) cells was quantified using Nikon Elements software (Nikon, Tokyo, Japan). Symptoms of PD are thought to become apparent after loss of a large fraction of dopaminergic cells. We quantified the extent of our unilateral 6-OHDA lesions both directly via histology and standard behavioral assays. Comparing the lesioned and unlesioned hemispheres, there was a significant 6-OHDA-
induced depletion of 83.97 ± 4.41% (mean ± SEM) THir cells in the SNc (results of one-way ANOVA: F(1,40) = 56.24, \( p < 0.001 \)). A sample image in Fig. 4.2 demonstrates the considerable difference in THir cells in the left lateral and right lateral SNc.

### 4.2 Behavior Tests

#### 4.2.1 Rotation Test

Methamphetamine induces rotation (circling behavior) in the direction ipsilateral to the SNc lesion and apomorphine induces rotation in the contralateral direction [11–13, 16, 30, 50, 51]. The rotation task was performed on the rats (\( n = 10 \)) twice using each drug and the results were averaged. The number of rotations per minute is used as an indicator of extent of the lesion, i.e. the loss of dopamine function in...
Figure 4.4: Cartoon describing a block of stimulation epochs for the rotation test. A two minute period of stimulation is represented with a numbered white box, which is bordered by black boxes representing the three minute control periods where no stimulation is administered. Eleven conditions are tested, which includes one test of baseline stimulation with no stimulation, and the order of the conditions is randomized per test.

6-OHDA lesioned rats [12, 30, 50, 51], as this circling behavior is not present if striatal dopamine is not depleted. With effective DBS the number of rotations is attenuated. Methamphetamine dissolved in saline was administered IP (1.875 mg/kg) [11] under anesthesia (5% isoflurane in oxygen). Rats regained consciousness in 1-2 minutes and rested for an additional 15 minutes. This resting period allowed the methamphetamine to take effect in the rats. Rats were then placed in a cylindrical environment (diameter 30 cm, height 45 cm) made of clear acrylic and allowed to behave spontaneously. A photo of the experiment setup is featured in Fig. 4.3, showing an overhead view of a subject inside the cylinder. The task was performed similarly for apomorphine, except that apomorphine was dissolved in saline and administered SQ (0.1 mg/kg) [13, 16, 50].

The task consisted of eleven epochs. One epoch was allocated for assaying the rat in the hemi-Parkinsonian state (i.e., stimulation was off) and then ten epochs were allocated for the ten different stimulation frequencies ranging from 40 to 175 Hz. Each epoch was two minutes in duration and was followed by a control period that was 3 minutes in duration with stimulation off; this design is depicted in the Fig. 4.4. The order of the epochs was randomized within each block to reduce bias. The task was performed four times per animal for each drug, in line with other rodent studies [11, 52].

Video data in 3D was captured using a Microsoft Kinect (Microsoft, Washington, USA) and was processed in Matlab to determine the angular movement of the rat over time. For each frame of the video, the morphology of the rat is detected and
the shape of it’s body is fit with an ellipsoid using the Khachiyan algorithm [53]. The angle between the major axis of this ellipse and a pre-defined coordinate axis is tracked over time, as shown in Fig. 4.5. When the rat has rotated $2\pi$ radians (360 degrees), a complete rotation is counted and the instantaneous angle is reset to zero. These techniques enables us to calculate the angular velocity, total angular movement, and net number of unilateral rotations.

### 4.2.2 Cylinder Test

A cylinder task is traditionally used to measure the asymmetric forelimb use in the hemi-Parkinsonian rat, with the extent of the asymmetry indicating the extent of the unilateral lesion induced by the 6-OHDA injection [9,51]. In this task, the rat was placed in a cylindrical environment (inner diameter 20 cm, height 46 cm) and permitted to behave spontaneously, as shown in Fig. 4.6. Typically rats rear on their hind limbs and lean against the wall of the environment using their forelimbs. A unilateral 6-OHDA lesioned rat uses the forelimb ipsilateral to the lesion with higher frequency than a normal rat, which uses each forelimb with close-to-equal probability.
Rats \( n = 10 \) were allowed to rear freely 25 times and the proportion of paw presses with the limb ipsilateral to the 6-OHDA lesion was counted. This task was repeated while stimulation was administered for ten different stimulation frequencies, with at least 30 seconds between periods of stimulation.

### 4.2.3 Open Field Task

The open field task is used to evaluate ambulation, which is measured via horizontal and vertical activity (i.e. rearing) [54–57]. The open-field task was conducted on a square arena, \( 1 \text{ m} \times 1 \text{ m} \), which was raised 1 m off the floor and marked into a grid dividing it into 25 equal-sized squares. The environment is shown in Fig. 4.7. Low lighting was used to illuminate the room and a camera was mounted on the ceiling above the arena. Video recordings were used to extract performance data. The number of squares traversed was recorded, which was calculated as the number of
Figure 4.7: Image of a subject in the open field environment.
squares the rat occupied with at least three paws crossing the grid lines demarcating the square. Additionally, the number of rears, defined as the standing on its hind legs only, was counted. Each animal \( (n = 10) \) was evaluated at most once per day for 25 minutes. The task was repeated five times per animal, with a different frequency each time, and the order of the frequencies randomized for each animal. Between animals, the arena was cleaned using Sani-wipes.

### 4.2.4 Reaction Time Task

The reaction time (RT) task, which is similar to the task presented in [10], yielded measures of both motor and cognitive status. The task employs an operant conditioning box (Med Associates, inner dimensions: \( 30.5 \times 24.1 \times 21 \text{ cm} \)) equipped with two retractable levers flanking a liquid reward dispenser. A sensor at the dispenser detected when head insertions and withdrawals occurred. There were cue lights above each component, which indicated to the rat that an action be executed in relation to that component. The box was positioned inside an isolation chamber and time was recorded to a resolution of 10 ms.
The reaction time (RT) task was composed of four phases: a holding phase, lever-pressing phase, reward phase and time-out phase. Each trial began with the cue light above the liquid reward dispenser turning on, indicating the rat should insert and hold its head in place for a random period (chosen uniformly between 0.6 and 1.5 s in steps of 0.1 s). This is depicted in Fig. 4.8a. The hold period time reset any time the rat prematurely withdrew its head from the dispenser area, which is termed a premature response. Once the rat successfully completed this phase, the cue light above the liquid dispenser was extinguished, a random lever was extended (left and right lever extensions were equally likely) and the corresponding lever cue light was illuminated. The rat then withdrew its head and pressed the lever, as depicted in Fig. 4.8b. Following depression of the lever, the rat was given a milk reward with 50% probability in order to increase the likelihood of an overall larger number of completed trials [58]. An inter-trial time out phase lasted 10 seconds, allowing rats time to drink and potentially exit the dispenser area prior to the next trial.

We define three behavioral measures for this task: (1) RT, (2) motor time (MT), and (3) the proportion of premature responses (PPR). The RT was defined as the time between the lever extension and the withdrawal of the rat’s head. This is a model of the rats’ ability to initiate movement, which is impaired when in an akinetic state. Times longer than 1.5 seconds were disregarded as they are considered to be times not related to the task [29,58]. The MT was measured as the time following the head withdrawal until the lever was pressed; times longer than 2 seconds were generally considered as not task-related (e.g. rat lost interest task) and thus were excluded from analysis [29,58]. This measure relates to bradykinesia and how well the rats were able to execute a movement. Finally, the PPR was computed as the ratio of premature responses to total responses, i.e. premature responses plus correct responses,

\[
PPR = \frac{\text{Number of premature responses}}{\text{Number of premature + correct responses}}. \tag{4.1}
\]
This metric indicates the impulsiveness of the rat [10].

The rats were trained on this task until their performance was stable, which took 4-6 weeks. The performance was considered stable if the means RT and MT were within the mean ± standard error of the mean (SEM) for the previous two days. Additionally, we required that the 5-day sliding average PPR was within the 5-day sliding mean ± SEM from the previous two days. Once stability was achieved, the rats were evaluated in the behavior box once a day for three consecutive days, which defined their performance in the naive state. Following surgery, the rats were re-trained for three days to ensure that the behavior had not been unlearned during the post-op recovery period before they were assayed in the hemi-Parkinsonian state. The performance for the hemi-Parkinsonian state and the treated state with 130 Hz GPi-DBS was measured over non-overlapping three consecutive day periods, one task per day.

### 4.2.5 Sucrose Preference Test

Given a choice, rats prefer sucrose-sweetened water to plain water, but this preference decreases in an anhedonic state [59]. The animals were deprived of water for 8 hours to ensure that they were thirsty prior to the task. They were then allowed one hour to drink freely from two identical bottles filled with water and a 1% sucrose solution. This task took place in the same behavior box as the reaction time task, as shown in Fig. 4.9, but without the lever and milk dispenser components being active. Thus, the environment was familiar to the rats. The bottles were alternated between tests on the left and right side of the behavior box in order to minimize spatial preference. The sucrose preference index (SPI) was the metric associated with this task and is defined as

$$SPI = \frac{\text{grams of sucrose solution consumed}}{\text{grams of sucrose solution} + \text{water consumed}}.$$  \hfill (4.2)
Figure 4.9: Image of a subject performing a sucrose preference test. Two identical bottles are presented to the subject and the volume of fluid consumed from each bottle is used to determine the anhedonic state.
This task was performed twice per state for each subject, with at least 24 hrs of water available *ad libitum* between tasks. The rats were assayed in the naive state, hemi-Parkinsonian state, and with 130 Hz GPi-DBS.

### 4.3 Behavioral Results

#### 4.3.1 Motor Asymmetry

To evaluate the efficacy of GPi-DBS on motor asymmetry, we used methamphetamine and apomorphine to induce locomotory rotation. We surveyed performance for ten stimulation frequencies in addition to the hemi-Parkinsonian state without stimulation. Two minute epochs of stimulation were preceded and followed by three minute no-stimulation control periods. The rotation rates during the prior and post control periods were averaged and used to normalize the rotation rate of the stimulation epoch, i.e. the rotation rate with stimulation was divided by the average rotation rate from neighboring control periods so that the normalized rotation rate reflected the relative decrease in rotation when stimulation was administered. Results for the average normalized rotation rate for all conditions are shown in Fig. 4.10 for circling induced by methamphetamine (a) and by apomorphine (b). The general trend for both drugs was that the normalized rotation rate decreased with increasing stimulation frequency. Additionally, we characterized the total angular distance traveled by the rat, which is the total angular movement in both directions (as opposed to the net movement in one direction which gives the rotation rate). The total angular movement for a stimulation epoch is normalized by the values for the preceding and following control epochs, as before, and then average across the population. Results for the average normalized angular distance is shown in Fig. 4.10 for circling induced by methamphetamine (c) and by apomorphine (d).

For the methamphetamine rotation task, repeated measures ANOVA indicates
Figure 4.10: The normalized rotation rate and total angular distance traveled are presented above for the rotation task using methamphetamine and apomorphine. Different alphabetical characters indicate significant differences determined from post-hoc LSD tests ($p < 0.05$).
that there is a significant difference in the normalized rotation rate across the stimulation conditions \( F(10, 90) = 4.625, p < 0.001 \). Post-hoc LSD tests indicate that a significant difference in the average normalized rotation rate from the off condition occurs for stimulation frequencies greater than 100 Hz, which is around where we hypothesize there is a therapeutic threshold. For frequencies of 115 Hz and larger, there is a significant reduction in the normalized rotation rate. In considering the total angular distance traveled (i.e. the rotational movement in both directions), we find that there is no significant change across the conditions \( F(10, 90) = 1.559 \); thus, net movement in one direction was reduced but not the overall movement. We conclude that high-frequency GPi-DBS reduces the circling behavior induced by methamphetamine.

The same task was performed using apomorphine and again it was found that higher frequencies were more effective in reducing the normalized rotation rate of the subjects on average. There was a significant difference in average performance across the conditions \( F(10, 90) = 3.052, p < 0.01 \) and no significant change in total angular distance traveled was found \( F(10, 90) = 0.46 \), though post-hoc tests show that it not until 160 Hz that significant reduction in the rotation rate is achieved. We attribute this result to the short and intense time course of the drug. In general, the effects of the drug lasted between 25 - 50 minutes, which is less than half the time that the methamphetamine induced circling behavior. Additionally, rotation rates during peak epochs reached values greater than 50 rotations/minute. Stimulation during these epochs was ineffective. Other studies have found that for high dosages of methamphetamine, STN-DBS was ineffective in reducing rotation rates in hemi-Parkinsonian rats, even for the stimulation frequencies up to 250 Hz [11, 52]. We believe that our results may be confounded by these extremely high periods of rotation caused by the apomorphine.

To further understand how GPi-DBS may improve the motor asymmetry in the
Figure 4.11: The ipsilateral to total paw touch ratio in the cylinder task. The number of times the rat reared against the side of the cylinder environment and made contact using each forelimb was recorded. The total number of times the rat used the paw ipsilateral to the 6-OHDA lesion was divided by the total number paw touches to create the paw touch ratio. Different alphabetical characters indicate significant differences determined from post-hoc LSD tests ($p < 0.05$).

hemi-Parkinsonian model as a function of the stimulation frequency, we performed a cylinder task on the rats ($n = 10$) for the same ten frequencies evaluated in the rotation task. We found that again motor asymmetry improves as stimulation frequency increases ($F(10, 90) = 4.455, p < 0.001$). The results are consistent with those found in the methamphetamine rotation task - frequencies above 100 Hz are effective in reducing the normalized rotation rate. For stimulation frequencies at 115 Hz and above, the average paw touch ratio is within errorbars of 0.5, which represents an equal number of touches by the contralateral and ipsilateral paws and indicates that the motor asymmetry is essentially eliminated with higher frequency GPi-DBS.

### 4.3.2 Ambulation

The open field task was used to evaluate exploration and ambulation by measuring the number of squares traversed and the number of rears. The horizontal exploration of the rats was quantified in terms of the interior squares that they traversed (the inner $4 \times 4$ square area) and the outer squares that they traversed (the 16 outer
Figure 4.12: Total number of outer squares traversed and number of rears during open field task. Different alphabetical characters indicate significant differences determined from post-hoc LSD tests ($p < 0.05$).

squares that encompass the inner squares). The interior of the area is the most anxiogenic area, so normal animals spend more time in the corners and outer areas of the environment [56, 57]. Analyzing the animals across states, there were significant differences in the vectors of mean values of the dependent variables (repeated measures MANOVA; $F(12, 96) = 49.629, p < 0.001$).

There was no change in the average number of inner squares traversed for all of the conditions ($F(4, 32) = 0.88$), which indicates that the anxiogenic state of the subjects was unchanged with stimulation. However, the dopaminergic lesion and subsequent GPi-DBS impacted the average number of outer squares traversed. There was a significant difference in the mean number of outer squares traversed by the rats across all states (repeated measures ANOVA; $F(4, 32) = 2.938, p < 0.05$), as shown in Fig. 4.12a. Specifically, there was a significant increase in horizontal movement as the stimulation frequency increased, indicating that GPi-DBS improved horizontal ambulation in the subjects. The rearing rate, a measure of vertical ambulation, was also found to have a significant difference in the mean number of rears across conditions, as shown in Fig. 4.12b (repeated measures ANOVA; $F(4, 32) = 2.897, p <$
Figure 4.13: Measures of akinesia and bradykinesia. Bars represent mean ± SEM. Mean MT and RT are shown on the left and right, respectively (n = 10). Significant differences were found between states. *p < 0.05 and **p < 0.01.

0.05). For stimulation at 115 Hz and 160 Hz, there is a significant increased in the number of rears from the lowest stimulation frequency, 40 Hz.

### 4.3.3 Hypokinesia

There are two motor metrics associated with the RT task: reaction time, i.e. the time to initiate a head withdrawal, and motor time, i.e. the time to press the extended lever. Compared to their naive behavior, hemi-Parkinsonian rats (n = 10) showed increased mean RTs and MTs with and without DBS (see Fig. 4.13). The effects of DBS treatment on motor metrics was complex. With DBS, no rat achieved the same level of performance as in the naive state, though some rats experienced a reduction in mean RT and MT. To evaluate the significance of the results, repeated measures MANOVA was first used to evaluate the multivariate trends. This test indicated that there was a significant difference in the vectors of mean values of the dependent variables, RT, MT and PPR (F(6, 30) = 5.068, p < 0.001). Hence, we proceeded with univariate tests of significance.

There was a significant difference in the mean MT performance of the rats across the clinical states (F(1.177, 9.417) = 16.351 with Greenhouse-Geisser correction, p < 0.005) and subsequent post-hoc analysis was done to evaluate pairwise differences.
Under both LSD and Bonferroni tests, there was a significant increase in MT between the naive state and hemi-Parkinsonian state ($p < 0.005$), and no significant difference in mean MT between the hemi-Parkinsonian and treated states. For four out of ten rats there was an improvement in mean MT and two out of ten had no change in mean MT, but mean MT for the remaining four rats increased.

Similar trends were found in the analysis of RT data. Analyzing the group data, we found significant differences across states in the mean RTs (repeated measures ANOVA; $F(2, 16) = 11.885, p < 0.001$), that were significant pairwise (LSD and Bonferroni; naive and hemi-Parkinsonian state: $p < 0.02$, naive and treated state: $p < 0.05$). Three of the ten rats had lower mean RTs when receiving stimulation than when hemi-Parkinsonian, while seven of out ten rats had no change in mean RTs.

This lack of global improvement when DBS treatment was given is likely attributed to the fact that only a single current amplitude was used and there is high variation in terms what stimulation is effective across subjects [11, 21, 27, 49]. Since the parameters of the stimulation signal were fixed across the population of rats (65µA current amplitude and 130 Hz stimulation frequency), it is not surprising that an overall therapeutic benefit of GPi-DBS was not found with respect to these two variables. The benefits of DBS are strongly tied to the stimulation amplitude and frequency, and generally must be tuned in order to maximize efficacy of the treatment [10, 11, 52, 60]. This is true not only in computational and experimental studies in animals, but in human studies as well [21, 22]. Although global motor improvement was not found, the quantified behavior is interesting in relation to the other variables examined throughout the experiment.

### 4.3.4 Cognition and Mood

Consistent with previous reports [10], we found hemi-Parkinsonian rats displayed increased impulsivity, as measured by premature responding (PPR), defined in (4.1).
Figure 4.14: Measures of cognition. Data is shown as mean ± SEM. (a) Mean PPR in the RT task (n = 10). The mean PPR across the states were determined to be significantly different. *p < 0.05 and **p < 0.01. (b) Mean SPI (N = 10). The mean SPI across the states was not equal. *p < 0.05.

Results are given in Fig. 4.14a, which shows an increasing trend in PPR. A significant difference in mean PPR was found (repeated measures ANOVA; F(2,16) = 20.387, p < 0.001) and post-hoc analysis showed that the rats were significantly more impulsive in both the hemi-Parkinsonian and treated states relative to the naive state (LSD and Bonferroni; p < 0.05 and p < 0.01, respectively). The increased impulsivity between the treated and hemi-Parkinsonian state was not significant (LSD: p = 0.114). However, nine of ten rats were most impulsive while receiving electrical stimulation.

In addition to impulsivity, we evaluated the rats for symptoms of depression. We found a significant change in the rats preference for sucrose (SPI, Fig. 4.14b) defined in (4.2), across the three experimental states (repeated measures ANOVA; F(2,18) = 6.992, p < 0.01). Pairwise comparisons showed that there was not a significant decrease in the mean SPI from the naive state to the hemi-Parkinsonian state. However, there was a significant decrease from the hemi-Parkinsonian state to the treated state (LSD and Bonferroni; p < 0.05). Thus, 130 Hz GPi-DBS increased anhedonia in the subjects.
4.4 Correlations Between Tasks

It has been shown that when behavior is averaged over a moderately large cohort of animals, higher frequency GPi-DBS decreases hemi-Parkinsonian symptoms, such as pathological rotation and a lack of ambulation and rearing in an open field. However, it is unclear whether the variation in measured responses at higher frequencies or across different behavioral tasks simply reflects temporal randomness in DBS efficacy or actual graded differences in the responses of individual animals to GPi-DBS. Thus, I examined the correlation across subjects of responses at different frequencies within and across behavioral tasks. All p-values indicated here are from t-tests of significance.

I first examined the responses of different subjects in the open field to GPi-DBS. For frequencies of 85 Hz and higher, I found that an increased ambulation metric at one frequency was strongly correlated with increased ambulation metrics at other frequencies. For example, the amount of rearing observed with 85 Hz GPi-DBS is strongly positively correlated with the number of outer squares traversed during stimulation at frequencies of 85 Hz and above (all pairwise combinations: $r^2 > 0.5; p < 0.05$). Thus, at frequencies of 85 Hz and higher, benefits were consistent across behavioral measures.

I found similar results when examining methamphetamine-induced rotation. Normalized rotation rate under GPi-DBS for frequencies above 100 Hz were strongly correlated ($r^2 > 0.5; p < 0.01$). Thus, rats that have reduced rotation at one high frequency tended to also experience reduced rotation at other high frequencies. The same strong correlations were not as broadly observed for the rotation task with apomorphine, which is likely due to the highly variable rotation rate induced by the drug as previously discussed. However, the normalized rotation rates under apomorphine and methamphetamine were positively correlated for frequencies above 100 Hz ($r^2 > 0.4; p < 0.01$). Open field behavior presumably reflects slightly different, internally-generated mechanisms than pharmacologically-induced rotation. However,
I found that the number of outer squares traversed in the open field was negatively correlated with the rotation rate of the rats under both apomorphine and methamphetamine for the highest frequency tested in the open field test, 160 Hz, suggesting therapeutic benefit in open field behavior was correlated with benefit under pharmacological rotation.

The open field and rotation tasks were studied in a different cohort of rats than the RT, sucrose preference, and open field tasks. I found similar correlated responses in these second subjects. With 130 Hz GPi-DBS, the motor times were positively correlated with reaction times \((p < 0.001)\), so rats with lower levels of bradykinesia also tended to experience lower levels of akinesia. Regardless of DBS, increased impulsivity predicts anhedonia and a decrease in locomotion: PPR was negatively correlated with SPI \((p < 0.05)\), number of squares \((p < 0.02)\), and number of rears \((p < 0.05)\).

4.5 Conclusions for GPi-DBS

The work here demonstrates that there is a therapeutic threshold for the stimulation frequency above which GPi-DBS is effective in improving motor performance of the subjects and second that individual subjects display graded levels of response to DBS that is consistent across different behavioral measures. This graded response to DBS is consistent with what is observed in human studies, where stimulation parameters are tuned and adjusted over time to increase efficacy [61–63].

Multiple variables were considered in this novel study of GPi-DBS in the hemi-Parkinsonian rat. We found that stimulation significantly improved motor asymmetry and vertical motor activity relative to the hemi-Parkinsonian behavior, particularly when stimulation at higher frequencies (> 100 Hz) was administered. Post-hoc statistical data analysis demonstrated that significant improvements in performance
occurred for GPi-DBS beginning at around 100 Hz, which indicates that there is a therapeutic threshold of stimulation, below which stimulation tends to ineffective and above which it tends to effective. The strong correlations found for the frequencies within 15 Hz of this value additionally support this notion.

The sucrose preference task showed a significant increase in anhedonic behavior between the hemi-Parkinsonian state and with 130 Hz stimulation, which matches results of human studies where depression is found to be a side effect of DBS treatment. I conclude that G Pi-DBS is effective in treating the motor symptoms in the PD rodent model and the results agree with human studies. Previously, several studies of STN-DBS have been performed in the rodent model, but results on G Pi-DBS were lacking. The data presented here serves as a foundation for future animal studies and models of G Pi-DBS.
To appreciate the effects of DBS, it is critical to go beyond the observable behavior to examine the induced neurological changes. Previous work on the Parkinsonian rat model has demonstrated the impact of regular DBS on firing properties of BG nuclei [11] and the motor cortex [40]. The changes in the primary motor cortex (M1) are of particular interest because they are caused by antidromic spike propagation from STN to layer V of M1 via the hyperdirect pathway. The striatum serves as the main input nucleus to basal ganglia structures, but the hyperdirect pathway bypasses the striatum and directly connects M1 to STN [64]. This pathway is made up of excitatory projection neurons (pyramidal cells) from Layer V that synapse onto STN neurons. Recent work has indicated that changes in M1 activity constitute a significant part of Parkinsonian pathology and that DBS modulation of this activity may be crucial towards alleviating motor symptoms of PD [65].

The work presented in [40] was the first report of M1 activity in awake, freely moving hemi-Parkinsonian rats receiving DBS. We extend this work by considering STN-DBS in the hemi-Parkinsonian rodent model using both regular and irregular stimulation patterns. Neural activity is recorded while the rats behave spontaneously, with both single-unit and local field potential (LFP) activity being captured. Mul-
Multiple stimulation frequencies are studied so that frequency-dependent effects can be observed. Below the experimental setup and results are explained.

## 5.1 Microdrive Design

Microdrives were designed with cannulae to direct recording electrodes bilaterally to M1 and a stimulating electrode to STN. Recording electrodes were fabricated using nichrome wire (NiCr). The wire was twisted together to create four-channel recording electrodes (a.k.a. tetrodes) and then electrically connected to a four-pin connector using conductive silver paint. The tips of the tetrodes were electroplated with gold (Au) to decrease the impedance of the exposed surface area. Electroplating was performed using Neurolynx software (CHECK) and a two-electrode configuration in phosphate buffered saline (PBS), with a large-surface area electrode made of either steel or carbon serving as the return electrode. That target plating impedance for the tetrodes was 300 kΩ at 1 kHz in PBS.

The microdrive was designed to have two cannulae positioned bilaterally at 1 mm anterior and ± 2.2 mm medial/lateral from Bregma, which are coordinates coinciding with an area of M1 related to forelimb movement [66]. Each cannula holds seven tetrodes. Additionally, there was a cannula positioned at -3.6 mm posterior and 2.6 mm medial/lateral for the PtIr stimulating electrode (10 kΩ; Microprobes). A PCB board with two rows of female connectors on the top and bottom was positioned on the top of the microdrive, with the male pins from the tetrode connectors fitting into the bottom side of the board. The female connectors on top are for the pre-amplifier circuit boards that are connected to the copper wire cables to plug into. A larger four-pin female to male connector was located at the back of the board and was electrically connected to contacts that the stimulating electrodes was soldered to. A picture of the top of a microdrive is shown in Fig. 5.1a and bottom is shown in Fig.
Dental acrylic held the cannulae fixed in place. Small shuttles made from a brass nut and dental acrylic served to move the electrodes along the axial dimension by turning the brass nut around a threaded rod. Each electrode was super-glued to a small tube guide, which itself was attached to the shuttle and thus when the shuttled moved up or down, the tetrode moved as well. This microdrive design allowed for post-operative movement of the recording and stimulating electrodes. For recording electrodes, this means that the position of the electrode could be adjusted over time in order to capture low-noise activity from many neurons.

## 5.2 Microdrive Implant and Placement of Electrodes

Male Long-Evans rats, 450 - 500 grams (g), were implanted with chronic microdrives for bilaterally recording in M1 ($n = 5$). Prior to the procedure, buprenorphine (0.01-0.05 mg/kg SQ) and DMI (10-20 mg/kg IP) is administered to protect noradrenergic neurons from the neurotoxin. Rats are placed in a stereotactic apparatus (Kopf Instruments, California, USA) throughout the procedure. Holes are drilled through the skull and bone anchor screws are placed (6 - 10) to help affix the microdrive to the skull. One screw with a wire soldered to it was placed in the most posterior portion of skull to serve as the ground screw. Craniotomies are made for the cannulae and the injection of 6-OHDA, which was stereotactically injected (2 µl of 4 µg/µl in 0.9% saline; Sigma, Zwijndrecht, The Netherlands) into the medial forebrain bundle (MFB, coordinates from Bregma: AP -4, ML 1.2, DV -8.1). Durotomies are performed at the craniotomy sites for the tetrode cannulae (from Bregma: AP 1, ML ± 2.2). The microdrive cannulae are inserted through a small, sterilized piece of silicon sheeting and then the drive is positioned about the craniotomies. The sheet is trimmed to
Figure 5.1: Views of a microdrive designed for bilateral M1 recording and STN-DBS.
size and then glued to the skull. Finally, dental acrylic is used to cover the sheet and skull screws, adhering the microdrive to the rodent’s head. The wire from the ground screw was soldered to a wire connected to a contact on the PCB which will have a connection with the ground pin of the pre-amp used for recording. While still anesthetized, the stimulating electrode is lowered to the target STN coordinates (from Bregma: AP - 3.6, ML 2.6, DB -7.8).

The rats were given 2 days of post-operative care and during this time the recording tetrodes were lowered into the brain tissue. Over a period of two weeks, while the dopaminergic lesion developed in SNc, the position of the recording electrodes was adjusted every 1 - 2 days. Net movement over an adjustment session ranged from 0 to 500 µm in the dorsal/ventral dimension. Positions of the recording tetrodes were localized in three ways: stereotactic coordinates, changes in firing properties, and the profile of sleep spindles in the LFP signal [67]. After this two week adjustment period, recording experiments, consisting of 1 - 5 recording sessions lasting up to 20 minutes in duration each, were implemented every 1 - 2 days over another two week period. During this time, tetrodes were adjusted between recording sessions for the purpose of capturing new cell activity, but they remained within the same cortical layer. The subjects were awake and freely moving during all recordings. Two environments were used for recordings: a sleep box, which was the environment where all tetrode adjusting took place, and the open field environment (described in Chapter 4).

5.3 Regular and Irregular Stimulation

The standard stimulation signal used in the PD rodent model consists of a sequence of brief bi-phasic constant-current square pulses delivered at a constant rate [9–12]. The amplitude of the stimulation was 100 µA and the pulse width was 60 µs. We chose to
perform the experiments using these stimulation parameters because they were found to be effective in previous work on STN-DBS of hemi-Parkinsonian rats [10,11]. Four different stimulation frequencies were tested: 40, 85, 130 and 175 Hz. This set of frequencies consists of a known untherapeutic frequency (40 Hz) and a known highly therapeutic frequency (175 Hz), as well as two frequency values in between. For regular DBS, a function generator (BK Precision; Yorba Linda, CA) is set to the desired stimulation frequency and outputs to a current stimulator (A&M Systems; Elkhart, IN) that outputs bi-phasic current pulses. The current stimulator connects to an output cable that plugs into a connector on the microdrive PCB. For irregular DBS, the function generator is connected to an Arduino Uno (Arduino; Ivrea, Italy), shown in Fig. 5.2. When an input pulse is detected, the Arduino waits a random period of time and then generates an output pulse. The random time period is uniformly selected from the interval 0 to 2 ms, with 2 µs resolution. The output of the Arduino feeds into the current stimulator, so the stimulator is now triggered at irregular periods but with an average rate equal to the original stimulation frequency.

5.4 Data Capturing and Processing

NSpike software was used to acquire neural activity data in the freely moving rats. The LFP signal was recorded on either one or all channels of the tetrodes at a sampling rate of 30 kHz. The signals were referenced to one tetrode that served as a designated reference electrode. This electrode was referenced to the ground screw, which is connected to the ground pin of the pre-amp. The reference electrode was selected based on a low baseline level of activity, which enabled a higher SNR signal to be acquired from the other electrodes. Additionally, threshold-crossing event waveforms from all channels were saved when activity on one channel exceeded a tetrode-specific threshold, which was set between 35 and 60 µA (depending on the quality of the
Figure 5.2: Arduino Uno used to generate irregular DBS pulse patterns.
These waveforms are forty samples with a sampling rate of 10 kHz and were digitally filtered between 300 Hz and 6 kHz.

All data was processed off-line in Matlab. The LFP data was initially divided into 60-second windows for ease of processing and filtering. If stimulation was administered during the recording period, the stimulation artifact was removed from the LFP signal by blanking a 1.5 ms period, starting at the CPU timestamp for the beginning of the stimulation signal. The samples that were blanked are then replaced by values generated from linear interpolation from the data points at the two ends of the blanking period. The entire window is then downsampled to a rate of 1 kHz and then low-pass filtered using a finite impulse response (FIR) least-squares lowpass filter with a cutoff frequency of 200 Hz. Individual units were identified from the threshold-crossing events by clustering spikes using peak amplitude and spike width. All analysis of LFP and single-unit data was performed using custom Matlab code or the Chronux toolbox [68, 69].

5.5 Spike Results

Well-isolated single-units are identified as described in the previous section and example spike waveforms are shown in Fig. 5.3. After spike data is processed, several descriptive metrics of the spiking activity can be quantified. The two main metrics emphasized in this work are the average firing rate and the entropy of the interspike intervals (ISI). Together these values describe the general level of activity of a neuron and how regularized this activity is.

Previously work describes the frequency-dependent relationship that the firing rate of projection neurons in the cortex have with the DBS signal. In Fig. 5.4, results are shown for the average rate in the Parkinsonian state (i.e. stimulation frequency is 0 Hz) and for multiple stimulation frequencies. As can be seen from the
Figure 5.3: Example average spike waveforms acquired from well-isolated single neurons during in vivo recording.

Figure 5.4: Average in vivo firing rate of neurons with and without stimulation administered. For reference, the results from the computational model are also plotted here. Values reported are the mean ± SEM.
figure, the spiking rate increases with the stimulation frequency. However, the shape of the spiking rate curve is concave. This agrees with previous work describing the decreasing fidelity of cortical neurons to antidromic activation [40], where spiking rate values were reported to decrease starting with DBS at 200 Hz. It was determined that the irregular DBS no significant effect on the firing rate relative to the regular DBS, which is expected since the average rate of stimulation is the same in both cases.

Entropy is a measure of randomness or variability. In this work, we consider how the entropy of the spike trains changes under the different stimulation conditions. The first step is to define what variable we are interested in determining the randomness of. In our case, the ISIs serve the purpose. Low entropy for the ISIs means that there is not much variability in the ISIs, in turn indicating that spiking happens at almost regular intervals. On the other side, high entropy means that there is high variability for the ISIs and spiking is very irregular.

Let $X$ be a discrete random variable with probability mass function (pmf) $p_X(x)$. The entropy of $X$, $H(X)$, is defined as

$$H(X) = -\sum_i p_X(x_i) \log_2 (p_X(x_i)),$$  \hspace{1cm} (5.1)

where the summation is over all possible realizations of $X$. In general, the ISI may be represented by a continuous random variable. However, since we are working with in vivo data that must be quantized, ISI is considered to be modeled as a discrete random variable and the above definition holds.

To find the entropy of the ISI for M1 activity in the healthy state, we use the single-unit activity recorded from the intact hemisphere of the subjects while no stimulation was administered. The mean firing rate of the pyramidal cells was $3.6924 \pm 1.44$ Hz (mean ± SEM). The empirical pmf computed from the cumulative activity of the cells analyzed is shown in Fig. 5.5. The entropy of the ISI in the hemi-parkinsonian state
Figure 5.5: Empirical pmf of the ISI for the healthy state, computed using activity from the intact hemisphere.

was computed using single-unit activity recorded from the hemisphere ipsilateral to the lesion. The mean firing rate in the hemi-parkinsonian state was $0.8821 \pm 0.3393$ (mean $\pm$ SEM). The pmf of the hemi-Parkinsonian ISIs is shown in Fig. 5.6. The shapes of the two densities, for the healthy and Parkinsonian state, are very different. Healthy activity favors smaller ISIs, while the Parkinsonian activity has a larger spread of probable ISIs. The longer tail of the Parkinsonian pmf is indicative of more variable spiking activity relative to that in the healthy state and this increase in phasic activity is related to the Parkinsonian pathology.

When stimulation is administered in the STN ipsilateral to the dopaminergic lesion, antidromic spikes are induced in the projection neurons of Layer V of the motor cortex. By examining the peristimulus time histogram (PSTH), the induction of these spikes is clear based on the large peak in the distribution for low latency ($\leq 2$ ms) from the stimulus pulse onset. An example PSTH is shown in Fig. 5.7. After identifying antidromic spikes, we can consider the ISI pmfs for all observed spiking and for orthodromic spiking only (i.e. no antidromic spikes). For a low rate of stimulation, the ISI distribution does not change significantly (see Fig. 5.8), but
for higher rates of stimulation there is a notable difference with the presence of the antidromic spikes (see Fig. 5.9).

After calculating the appropriate pmfs, the entropy in bits per spike can be computed. Using 10 ms resolution for the ISI bins, the resultant entropy values under various conditions is shown in Fig. 5.10. Low ISI entropy is characteristic of the healthy (intact) state and the lesioning causes increased bursty firing, resulting in higher ISI entropy in the Parkinsonian state (labeled “PD” in the figure). The entropy is increased with 40 Hz stimulation, both regular and irregular, when antidromic spikes are considered but is close the Parkinsonian ISI entropy value when antidromic spikes are excluded from the computation. This is likely because 40 Hz stimulation is not intrinsically changing the firing properties of the cells and the ISI only appears more variable because of the antidromic firing. When antidromic spikes are considered, the entropy with 130 Hz stimulation (regular and irregular) is slightly lower than that with 40 Hz stimulation. This is because the high rate stimulus-locked antidromic spikes makes the activity more regularized. However, when antidromic spikes are excluded from the analysis, the ISI entropy is much lower than in the PD state for both
Figure 5.7: PSTH for 40 Hz irregular DBS. There is a peak in the distribution of spike times following the stimulus which indicates stimulus-locked antidromic firing of the M1 cell.

Figure 5.8: ISI pmf for 40 Hz irregular DBS.
regular and irregular stimulation and it is clear that the firing properties of the cells have been altered. Irregular 130 Hz DBS achieves slightly lower entropy values than regular 130 Hz stimulation and drives entropic state closer to the intact condition.

### 5.6 LFP Results

The LFP is dominated by the voltage produced by the cumulative synaptic current flowing across the extracellular volume of tissue. An example of the raw LFP signal is shown in Fig. 5.11a. The LFP signal is initially filtered using a zero-phase finite impulse response (FIR) filter with passband from 0 to 200 Hz, resulting in a signal as shown in Fig. 5.11b. The power spectra is estimated with a multitaper method using a time-bandwidth product of 5 seconds × Hz and 9 leading Slepian tapers [68,69]. The power spectrum is computed per tetrode per recording session and trial averaging is performed over the channels of the tetrode. Normalized power spectra under different stimulation conditions are shown in Fig. 5.12. Confidence intervals shown as shaded regions of the same color are 95% $\chi^2$ confidence intervals.

In the parkinsonian state, there is increased pathological activity in the $\beta$-band
Figure 5.10: ISI entropy under multiple conditions, computed with pmfs using 10 ms bins.

(13-30 Hz). With increasing stimulation frequency, this $\beta$-band power is increasingly attenuated. Irregular DBS has a greater attenuation of the the power relative to regular DBS, as shown in Fig. 5.13. In the zoomed in view, it appears that the frequency at which the LFP signal achieves peak power within the $\beta$-band shifts depending on the stimulation frequency. In Fig. 5.14, I show the frequency at which the peak power occurs. Irregular DBS downshifts the frequency where the peak is attained, though therapeutic stimulation frequency values restore the peak frequency to around 16 Hz, which matches where the peak occurs in the healthy LFP data.

If the peak power in the $\beta$-band is considered, it is seen on average that this peak decreases with increasing stimulation frequency. In Fig. 5.15, it is clear that the lowest peak power value is achieved for 175 Hz stimulation. Additionally, the peak is attenuated more significantly with irregular DBS relative to regular DBS. For a non-therapeutic stimulation frequency, 40 Hz, there is no difference in average attenuation achieved, which is likely due to the fact that this low frequency value is generally ineffective in correcting the pathology whether or not the timing of the stimulus pulses are regular. As we increased the stimulation frequency, however,
Figure 5.11: Example traces over a 10 s time window of a (a) raw LFP signal and (b) low-pass filtered LFP signal.
performance gains are seen when the random perturbations are added to the pulse timing. For the highest frequency tested, 175 Hz, though, the average peak power value is roughly the same. This is attributed to the fact that the shorter the period between the stimulus pulses, the smaller the temporal space is to create variation in the stimulus pulse times. Essentially, the 175 Hz stimulus train with irregular spacing has low entropy and the distribution of the inter-stimulus pulse periods is very narrow.

Similar trends are seen with the integral power in the entire $\beta$-band is calculated; these results are shown in Fig. 5.16. The power in the Parkinsonian state is greater than in the healthy state. With increasing stimulation frequency, the total power in the $\beta$-band decreases. Adding irregularity to the stimulus pulse times also has an improved effect on the amount of $\beta$-band attenuation achieved. Thus, irregular DBS outperforms regular DBS in terms of reducing both the peak and total power in this pathological frequency band. One curiosity is the increased in peak and integral power with 40 Hz DBS relative to the power in the Parkinsonian state. This could indicate that low frequency stimulation is not only therapeutically ineffective but also possibly mildly exacerbates the pathology. High frequency stimulation, however, succeeds in treating the motor symptoms, as discussed in the previous chapter, and ameliorating the abnormal neural activity.
Figure 5.12: Normalized power spectra computed by using the multitaper estimation of the power spectra over the frequency window $[0, 100]$ Hz.
Figure 5.13: Comparison of power spectra under four different stimulation conditions.

Figure 5.14: Frequency at which the peak normalized power in the $\beta$-band (13-30 Hz) occurs. Error bars are SEM.
Figure 5.15: Peak normalized power in the $\beta$-band (13-30 Hz). Error bars are SEM.

Figure 5.16: Total power in the $\beta$-band (13-30 Hz). Error bars are SEM.
For electrical stimulation, the essential component is that the electrode delivers the required amount of charge to initiate a functional response in the neural structures. Stimulating electrodes must be able to deliver the necessary amount of charge without exceeding the safety voltage potential limit (namely the “water window”), beyond which an irreversible faradaic hydrolysis reaction in the tissue will occur, remain functional for chronic use without degradation and change in the electrochemical properties, and without causing any cytotoxic effect. The charge density inversely depends on the size of the electrode contact (a.k.a. active site), and thus represents the greatest barrier towards the miniaturization of stimulating electrodes [34]. Small electrodes enable high spatial resolution and selectivity of neural responses. Moreover, the minimization of the device footprint may reduce the inflammatory foreign-body response and the mechanical damage caused by the relative micromotion with brain tissue, thus improving the overall biocompatibility of the implant [35].

Metal microelectrodes, however, are intrinsically limited in the maximum currents and charge density that can be delivered through capacitive or reversible faradaic mechanisms. Moreover, the impedance of metal microelectrodes is generally high (> 1MOhm), which greatly affects the signal-to-noise ratio and resolution of neu-
ral recordings. The use of large electrodes imposed by charge density and safety requirements not only does not allow the precise targeting of stimulation.

A wide variety of materials for use in neural electrode design have been explored. Platinum (Pt) and platinum-iridium (PtIr) alloys are the most commonly adopted materials for large DBS and cochlear implants electrodes, because of the good biocompatibility and resistance to corrosion. However, due to the low charge injection limits \[34\] \((0.05 - 0.15 \text{ mC/cm}^2)\), Pt cannot be used for the fabrication of small surface area electrodes.

Carbon nanotubes (CNT) possess electrochemical, electrical and mechanical properties at the molecular level that, alongside with large surface area and biological stability \[70\], make them an ideal material for neural electrode fabrication. CNTs have been used to fabricate microelectrodes for \textit{in vitro} stimulation of hippocampal neurons, \[71\] as conductive coatings for metal microelectrodes \[72-74\], and for \textit{in vitro} electrophysiology \[75,76\]. Recently the capability of recording a low frequency signal in the rat motor cortex with a stand alone CNT-composite microelectrode has been demonstrated [CITATION]. However, because of the challenge of translating the single molecule properties in microscopic assembly and the difficulties of reliably fabricating CNT electrodes, the potential of CNT for neural electrodes has not been fully explored. Recently the Pasquali Lab at Rice University has developed CNT fibers that possess a unique combination of electrical conductivity, mechanical strength, flexibility and microscale size \[77\]. CNT fibers show superior specific electrical conductivity than metals and, thanks to the improved tensile strength, can be fabricated with small diameter (as low as \(\approx 10 \mu\text{m}\)) without a significant risk of breaking. Small diameter, in turn, allows for increased flexibility, reduced impact and risk of damage to tissue surrounding the implant, and lower GSA. CNT fibers appear to be a suitable material for the fabrication of microelectrodes capable of stimulating and recording the activity of neural ensembles, but a complete study that encompasses a
comparative characterization of the *in vitro* properties and the *in vivo* assessment of biocompatibility and stimulation efficacy is still lacking.

In this study I demonstrate the method for straightforward fabrication of CNT fiber electrodes and precise insertion in deep brain structures. I show the effectiveness of CNT fibers as DBS electrodes in the rat model of Parkinson’s disease and assess the biocompatibility through the analysis of long-term tissue response. Finally, I provide evidence of the neural recording quality of CNT fiber electrodes implant in the hemi-Parkinsonian rodent model.

### 6.1 Fabrication

CNT fibers were fabricated in the Pasquali Lab at Rice University with a wet-spinning method previously described [77]. Briefly, high concentration solutions of high quality CNTs were spun out of an orifice into a coagulant bath. The yield of a single spinning process is approximately hundreds of meters of fiber, with the diameter of individual filaments varying between 10 and 100 µm depending on the diameter of the spinning orifices and the CNT solution concentration. In this work, we used CNT fibers with diameter of 13 µm for fabrication of recording electrodes and 43 µm for fabrication of stimulating electrodes. Individual filaments of CNT fibers were coated with a 2.4 ± 1.7 µm layer of a copolymer of polystyrene-polybutadiene (PS-b-PBD, Sigma Aldrich) for insulation, leaving only the tip exposed as an electrically active site.

Stereotrodes, i.e. two channel electrodes, were fabricated by twisting together two coated fibers with a diameter of 43 ± 4.6 µm and average impedance of 11.2 ± 7.6 kΩ. Each channel was connected to a male pin of a male-to-male connector using conductive silver paint. For the fabrication of recording electrodes, only one channel of the tetrode’s four channels was made of CNT fiber. One filament of 13 µm diameter CNT fiber was twisted with four filaments of NiCr wire, the standard material used
in this work for recording. One of the four NiCr channels was only mechanically, but not electrically, functional, essentially ensuring that the stiffness of the tetrode was sufficient to not buckle when lowered into brain tissue. The remaining three NiCr channels and CTNf channel were connected to a four-pin male-to-male connector using silver paint, which was then loaded into a microdrive and implanted as described in the previous chapter.

### 6.2 Stimulating Electrode

*In vivo* experimental studies in the hemi-Parkinsonian rodent model were performed to evaluate the efficacy of CNTf stereotrodes as stimulating electrodes for DBS. This population of rats (*N* = 4) was induced to be hemi-Parkinsonian by receiving a unilateral injection of the neurotoxin 6-hydroxydopamine (6-OHDA) in medial forebrain bundle (MFB) for retrograde transport to substantia nigra pars compacta (SNc), as described in Chapter 4. CNTf stimulating electrodes were implanted in the right entopeduncular nucleus (EP), the rat equivalent of the GPi. The same type of PtIr microelectrodes used for the previous studies were implanted contralaterally in the left EP and used as a control (Figure 6.1a). To assess the efficacy of the CNTf stereotrode for GPi-DBS, an methamphetamine rotation test was performed. Methamphetamine, a dopamine agonist, was administered intraperitoneally (I.P.) to the subjects (1.875 mg/kg; Sigma Aldrich) to induce locomotory rotations in the direction ipsilateral to the SNc lesion [11,12,50]. Recall, reduction in the rotation rate with DBS indicates how efficacious the therapy is. We found that DBS with CNT fiber electrodes were able to significantly reduce the normalized methamphetamine-induced rotation rate (Figure 6.1b). Moreover, it was also determined that the efficacy of treatment with CNT fiber electrodes improved as the frequency of the stimulating electrical current pulses was progressively increased from 85 to 130 Hz, thus replicating not only
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Figure 6.1: *In-vivo* characterization of CNT fiber electrodes for DBS: a) 6-OHDA dopaminergic lesion was induced on the right hemisphere. CNT fiber electrodes were implanted in the entopeduncular nucleus (EP) ipsilateral to the lesion. Commercial PtIr electrodes were in the left EP, and used as control; b) Results of the metamphetamine rotation test: average normalized rotation rate of a population of 4 Long-Evans rats implanted with CNT fiber electrodes and comparison with PtIr electrodes (error bars: SEM). Repeated measures ANOVA showed that there was significant difference between treatment conditions \( p < 0.05 \). Pairwise comparison across frequencies was performed with post-hoc least square difference (LSD, \( p < 0.05 \)). Frequencies are significantly different when do not share a letter.

qualitatively but also quantitatively the modulation of motor-symptoms with DBS we had previously observed using conventional PtIr electrodes [78]. To the authors’ knowledge, our CNTf electrode is the smallest surface area electrode ever shown for successful alleviation of motor symptoms of PD via DBS in any animal model.

### 6.3 Recording Electrode

CNTfs of smaller diameter than used for fabricating the stimulating electrodes were used in the fabrication of recording tetrodes. These fibers were \( \sim 12 \) µm in diameter, which is similar size to the standard NiCr wire used to create the tetrodes. This small geometric surface area allows for high spatial resolution, which is a desirable property for a recording electrode. Additionally, the fiber used had low impedance (18 – 110
kΩ) which provides a better signal-to-noise ratio (SNR). Typically low impedance indicates a large conducting surface area, which corresponds to low SNR. However with the CNTf the low impedance is paired with a small geometric surface area and large effective surface area, yielding recordings with reasonable SNRs.

Tetrodes were fabricated with four NiCr wire channels and one CNTf channel. Of the four NiCr channels, three were electrical and one was mechanical. This designed ensured that the electrode was stiff enough to penetrate the brain tissue without additional support. The NiCr wire channels were electroplated with gold, as previously described, to lower the impedance at the active site. The CNTf was not electroplated. Two such tetrodes were fabricated and will be referred to in the remainder of the document as CNTf tetrodes, though it is understood that only one of the four channels is made from the CNTf. The CNTf tetrodes were loaded into a microdrive that was implanted in one of the subjects that participated in the cortical recording experiments described in the previous chapter.

LFP and single-unit activity was recorded using the CNTf tetrodes over a period of two weeks following two weeks of recovery time post-operatively. The data was processed in the same fashion as data recording using NiCr tetrodes. An example waveform recorded on the CNTf channel is shown in Fig. 6.3; this waveform has a peak-to-peak voltage greater than 100 µV, which is indicative of a high SNR regime. Spikes were determined to originate from the same neuron by clustering techniques previously described and an example of the resultant spike clusters is shown in Fig. ??.

Since only one channel of the CNTf tetrode was fabricated from the CNTf, clustering was done using its neighboring NiCr wire channels. It is clear from the figure that the spikes can be clustered well using activity recorded from a CNTf electrode.

The LFP recorded on the CNTf channel had similar SNR and spectral properties as what was recorded on the NiCr channels of the CNTf tetrode. An overlay of a raw LFP waveform recorded from a CNTf channel and a neighboring NiCr channel is
Figure 6.2: Average single-unit waveform recorded using a CNTf electrode. The shaded region indicates the S.D. of the mean waveform values.

shown in Fig. 6.4. Although the two electrodes are in different spatial locations, the extracellular activity is very similar and results in almost identical raw LFP traces. This supports the conclusion that the CNTf is a suitable material for neural recording since it provides good recording quality without electroplating the electrical contact, a process that imposes issues of degradation and lack of long-term stability which critically limits the use for chronic recording.

6.4 Histology

6.4.1 Acute Histology

In the case of neural microelectrodes, the acute reaction is caused by the trauma from surgical insertion of the electrode and is strongly dependent on the insertion strategy as well as implant size. The stab wound created during surgical insertion may induce disruption of blood vessels and the blood brain barrier (BBB), causing
Figure 6.3: Example clusters formed by plotting the peak waveform amplitudes recorded across three of the four channels from two different tetrodes. The z-axis shows the peak amplitude on either the CNTf channel of a CNTf tetrode or on a NiCr channel of a standard tetrode. The x- and y-axes are peak waveform amplitudes from two of the NiCr channels in the same tetrode as the channel shown on the z-axis.

Figure 6.4: Raw LFP signal from a CNTf channel and a NiCr channel of the same tetrode.
the extravasation of erythrocytes, activation of the coagulation cascade, edema, and accumulation of activated microphages, microglia and astrocytes around the injured area. This initial response serves to protect against inflammation and enable tissue repair. However, an excessive extension of the acute lesion can result into a worsening of the chronic inflammation [79–81]. Thus, the use of flexible microelectrodes can allow for the minimization of both the acute damage and the chronic inflammatory response.

We implanted rats \((n = 3)\) with electrodes made from two different materials, CNTf and PtIr, and analyzed the acute damage caused to the BBB. 1,1’-Dioctadecyl-3,3,3’,3’-tetramethylindocarbocyanine (DiI) was used to paint the blood vessels of the rat and visualize the microvasculature in the brain [82]. The presence of DiI outside of the microvasculature is an indication of a disruption of the BBB since the dye is impermeable to the BBB. The dye was prepared by mixing the crystalline powder in methanol solvent, at a concentration of 6 mg/ml, and then placing it covered on a rocker overnight at room temperature to dissolve; this preparation is consistent with previous work [82]. The mixture was filtered following dissolution of the powder in methanol.

Two electrodes were implanted bilaterally in STN (AP -3.6, ML +/- 2.6, DV - 8.1). A platinum-iridium electrode was implanted in the left hemisphere and a CNTf electrode was implanted on the right hemisphere. Following the implantation, the rat received an intravascular (IV) injection of DiI (1 ml of 6 mg/ml in methanol) at a rate of 0.5 ml/min. Immediately following dye injection, the rat received a fatal IP injection of Euthasol.

The rat was then transcardially perfused with 100 ml of pH 7.4 PBS followed by 250 ml of 4% paraformaldehyde (PFA) to fix the brain tissue, in the manner as [35] (see Supplementary Methods). The brain was removed and stored in the same PFA until it sunk in the container. Sucrose was added to create a 30% sucrose solution
in PFA and the brain was maintained in this cryoprotective solution until it reached total absorption. The brain was then frozen in Tissue-Tek and kept at -86 degrees Celsius until it was sliced. Slices were mounted using Pro-Long Gold Anti-Fade with DAPI and then imaged using a confocal microscope.

Analysis of the fluorescence intensity of the DiI from the microscope images, as shown in Fig. 6.5, demonstrates that the bleeding around CNT fiber implant is comparable both as intensity and length scale with the PtIr electrode, even at the terminal site, where the size of PtIr is almost 10 times smaller than the complex CNT electrode-PI shuttle. Summary results are shown in Fig. 6.6. It is hypothesized that the contained acute damage is due to the combined effects of CNT fiber flexibility and the presence of the PEG, which dissolves during the insertion and contributes to the reduction of the shear stress at the interface between the CNT fiber implant and the tissue [83].

6.4.2 Chronic Histology

At 6 weeks post-op, subjects were anesthetized and administered a fatal I.P. injection of Euthasol (0.5 - 2 ml; Virbac AH Inc.) and then transcardially perfused with 250 ml of a 10% isotonic sucrose solution followed by 250 ml of 4% PFA. The brain was removed and the electrodes were explanted at this time. The tissue was allowed to fix in PFA for 1-2 days at 4 degrees Celcius, to ensure complete absorption. Sucrose was then added to create a 30% sucrose solution in PFA to aid in cryoprotection of the tissue and the brain was maintained in this solution at fridge temperature until it sunk in the solution. The tissue was then frozen in Tissue-Tek OCT and kept at -80 degrees Celsius until it was sliced. Frozen tissue was sliced coronally into 30 µm sections using a cryostat machine (microtome) and stored in PBS. Sections were then immunostained for laminin (vasculature), endothelial barrier antigen (EBA; endothelial cells), glial fibrillary acidic protein (GFAP; astrocytes), ionized calcium
Figure 6.5: Hystological analysis of the acute damage to the BBB due to electrode insertion: a) CNT fiber electrode at the entry location, and b) at the tip; c) PtIr electrode at the entry location and d) at the tip (scale bars: 100 µm; error bars: SEM).
Figure 6.6: Fluorescence intensity profiles from the center of the electrode at the entry point and at the tip (error bars: SEM).
binding adapter molecule 1 (Iba1; microglia), neuronal nucleic acid (neurons), and nucleic acid (all cells).

CNT fiber electrodes caused a four-fold reduction in the accumulation of astrocytes, as marked by the expression of GFAP, and a two-fold reduction in the expression of general microglia, as marked by the expression of Iba1, at the implant site, indicating a reduction in the reactive gliotic scar formation and electrode encapsulation [80, 84]. Even more interesting results were observed for the analysis of the inflammatory response. Activated macrophages expression was found to be confined to be within approximately 50 µm adjacent to the implant and to be more than two times lower than at the site of the PtIr implant, where the zone of activation extended to more than 150 µm away from the implant. Recently, several studies have revealed the importance of the different macrophage phenotype in determining the effects of the inflammatory response. Depending on the nature and on the time-course of the injury, activated microglia/macrophage can differentiate into predominantly ‘pro-inflammatory’ phenotype M1 or into ‘anti-inflammatory’ phenotype M2 [84–86]. M1 macrophages produces oxidative metabolites and proinflammatory cytokines that are toxic to the surrounding tissue and have neurodegenerative effects, whereas M2 phenotype has been found to promote angiogenesis, matrix remodeling and fibrosis. Thus, upregulated expression of M1 macrophages is an indication of active, neurotoxic inflammatory processes and upregulation of M2 expression can be indicative of tissue repair processes, but also of formation of fibrotic scar [86]. When stained for surface markers of M1 and M2 macrophages, a very low upregulation of both phenotypes could be observed at the site of CNT fiber implant; conversely, an evident increase with respect to background levels was observed around the PtIr electrodes, particularly in the case of the M2 phenotype. These results could suggest a more extended fibrotic scar around the PtIr electrode, which is also consistent with the higher levels of GFAP and Iba1 that was found after 6 weeks post-implantation.
A weaker neuronal population was found in correspondence of CNT fiber implant, with a two time more extended zone of neurodegeneration in comparison with PtIr. We hypothesize that this was caused by the electrode implant procedure [81], where the footprint of the complex CNT fiber electrodes and PI stiffener was larger than the PtIr microelectrode. BBB function is crucial for the regulation of tissue homeostasis and protection of neurons from exposure to neurotoxic blood serum proteins [87, 88]; moreover, damage to the BBB has been shown to correlate with degradation of electrode functions [89]. The integrity of the BBB was observed by the amount of laminin, as this is normally excluded from healthy, uninjured brain tissue; the amount of laminin around the electrode was found to be higher in the case of CNT fiber electrode; however, the distribution of laminin is broader around the PtIr electrode with a characteristic length scale of fluorescence decrease of 100 µm, indicating a wider diffusion of the extravasation of blood serum proteins than caused by the CNT fiber electrode, where the length scale was found to be 60 µm. Overall the result of the chronic histology analysis suggest that CNT fibers do not induce cytotoxic reactions and, thanks to the flexibility and reduced size, allow for an improvement of the overall biocompatibility of the device.

Figure 6.7: Two markers are used to characterize the gliosis that occurs after chronic implantation of the PtIr electrode. (a) Astrocyte marker (GFAP), (b) Microglia marker (Iba1), (c) Overlay with DAPI.
Figure 6.8: Presence of activated macrophages is used to classify the level of inflammation induced from the PtIr electrode implant. (a) General stain for activated macrophages, (b) M1 macrophages, (c) M2 macrophages, (d) Overlay image with DAPI.

Figure 6.9: Laminin lines the blood vessels and staining for laminin may be used to indicate damage to the BBB due to the chronic presence of a PtIr electrode. (a) Laminin, (b) Laminin and DAPI co-stain.
Figure 6.10: NeuN stain of tissue with PtIr implant. NeuN antibody identifies neuronal nuclei in order to label neurons. (a) NeuN, (b) NeuN and DAPI overlay. Recall that DAPI is a nuclei stain and labels all cells, including neurons.

Figure 6.11: Two markers are used to characterize the gliosis that occurs after chronic implantation of the CNTf electrode. (a) Astrocyte marker (GFAP), (b) Microglia marker (Iba1), (c) Overlay with DAPI.
Figure 6.12: Presence of activated macrophages is used to classify the level of inflammation induced from the CNTf electrode implant. (a) General stain for activated macrophages, (b) M1 macrophages, (c) M2 macrophages, (d) Overlay image with DAPI.

Figure 6.13: Laminin lines the blood vessels and staining for laminin may be used to indicate damage to the BBB due to the chronic presence of a CNTf electrode. (a) Laminin, (b) Laminin and DAPI co-stain.
Figure 6.14: NeuN stain of tissue with CNTf implant. NeuN antibody identifies neuronal nuclei in order to label neurons. (a) NeuN, (b) NeuN and DAPI overlay. Recall that DAPI is a nuclei stain and labels all cells, including neurons.
Figure 6.15: Fluorescence intensity profiles at increasing lateral distance from electrode tract: a) astrocytes, b) microglia, c) activated macrophages, d) M1 macrophages, e) M2 macrophages, f) laminin, g) neuronal count. Error bar: SEM
This thesis studies multiple aspects of DBS as a treatment for PD, from evaluating models of the neural structures to investigating new materials for interfacing with the brain tissue. I presented system-level models of important BG structures, which were shown to replicate important characteristics of the biological nuclei. I represented the activity of a given nucleus using a small number (< 20) of conductance-based models of individual cells. Two different types of DBS stimulation patterns were evaluated using these models: regular and irregular DBS. It was shown that irregular DBS provided a greater mixture in firing rate change response, which has previously been shown to be correlated with therapeutic behavioral improvement. Also, the model of the activity traversing the hyperdirect pathway between the output layer of the primary motor cortex and STN was demonstrated to faithfully reproduce stimulation-frequency dependent effects reported in the literature [40].

The same stimulation patterns were also investigated for STN-DBS in the hemi-Parkinsonian rat model, which enabled simultaneous recording from both an intact and lesioned hemisphere while stimulation was unilaterally administered. Recordings were done in the primary motor cortex and it was shown that therapeutic DBS (130 Hz) reduced the pathological entropic noise. Also, the results indicated that
\( \beta \)-band power was monotonically decreased with increasing stimulation frequency, with greater attenuation occurring for irregular stimulation patterns. This same rodent model was also used to develop a model for the frequency-dependent behavioral changes associated with GPi-DBS. Two tests of motor asymmetry indicated improving alleviation of the asymmetry with increasing stimulation frequency. A therapeutic threshold was validated, where stimulation frequencies above this threshold provided statistically significant betterment in performance. Ambulation was characterized and similar trends were established. For a fixed frequency I also evaluated measures of hypokinesia and anhedonia. Without tuning of the current amplitude, the population was found to have a graded response to DBS, which is consistent with what is observed in human studies where stimulation parameters are tuned and adjusted over time to increase efficacy [61–63].

Finally, the same animal model was used as a vehicle for determining the biocompatibility of a potential new material for fabricating stimulating and recording electrodes. Carbon nanotube fibers are highly conductive, electrochemically stable, strong, flexible, and microscale in size. These properties make it an attractive alternative to current materials. I show that a stimulating electrode made from this material works just as well as standard commercial electrodes in terms of the therapeutic benefits achieved with STN-DBS in the hemi-Parkinsonian rat model. Also, I show that recording electrodes made from this material achieve good signal-to-noise ratio (SNR) for single-unit and local field potential (LFP) recordings. Finally, the immunoresponse to acute and chronic damage is characterized. It is concluded that this fiber is a promising biocompatible alternative material to standard metals for electrode fabrication.
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