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ABSTRACT

Towards Adaptive Resolution Modeling of Biomolecular Systems in their Environment

by

Bradley Paul Lambeth, Jr.

Water plays a critical role in the function and structure of biological systems. Current techniques to study biologically relevant events that span many length and time scales are limited by the prohibitive computational cost of including accurate effects from the aqueous environment. The aim of this work is to expand the reach of current molecular dynamics techniques by reducing the computational cost for achieving an accurate description of water and its effects on biomolecular systems.

This work builds from the assumption that the “local” effect of water (e.g. the local orientational preferences and hydrogen bonding) can be effectively modelled considering only the atomistic detail in a very limited region. A recent adaptive resolution simulation technique (AdResS) has been developed to practically apply this idea; in this work it will be extended to systems of simple hydrophobic solutes to
determine a characteristic length for which thermodynamic, structural, and dynamic properties are preserved near the solute. This characteristic length can then be used for simulation of biomolecular systems, specifically those involving protein dynamics in water. Before this can be done, current coarse grain models must be adapted to couple with a coarse grain model of water.

This thesis is organized into five chapters. The first will give an overview of water, and the current methodologies used to simulate water in biological systems. The second chapter will describe the AdResS technique and its application to simple test systems. The third chapter will show that this method can be used to accurately describe hydrophobic solutes in water. The fourth chapter describes the use of coarse grain models as a starting point for targeted search with all-atom models. The final chapter will describe attempts to couple a coarse grain model of a protein with a single-site model for water, and its implications for future multi-resolution studies.
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Chapter 1

Water in Molecular Dynamics

1.1 Introduction

Water has a long history of research, especially in the last few decades as techniques for studying biomolecules have become increasingly robust. This simple liquid is capable of forming complex hydrogen bond networks which directly affect the way in which biological molecules move and function [1, 2]. For small solutes, the hydrogen bond network is capable of simply encapsulating the solute, but for larger solutes such as proteins the network must deform to include the solute [3]. Many of the theories of protein dynamics are based on the idea of a “hydrophobic effect” which suggests that a protein orders itself in such a way as to bury as many hydrophobic residues as possible, while exposing hydrophilic residues capable of forming hydrogen bonds with the environment’s hydrogen bond network [4]. The details of the disruption and formation of hydrogen bonds are vitally important to the understanding of protein dynamics.

Ideally one would include as much information about the biological environment as possible, such as ion concentrations and pH balance, but the computational barrier of including water alone has yet to be surpassed for biologically relevant time scales, and
by including so much detail, it is also difficult to understand which effects are most important to the dynamics. This chapter will begin by describing the state of the art techniques for including water in molecular dynamics simulations, focusing on the use of all-atom models to achieve structural details such as water-mediated interactions and hydrogen bond networks. The chapter will conclude with a description of various techniques that have been recently proposed for reducing the level of detail in such a way to preserve most of the relevant properties for water.

1.2 Explicit Water Models

It is important to note that no water model can reproduce all of the physical properties of water; in fact none of the models are capable of matching the experimental radial distribution function and internal energy values at the same time [5]. Development of explicit water models has been ongoing since Bernal and Fowler proposed the first model in 1933 [6]. Rahman and Stillinger proposed the ST4 model in their work on examining the hydrogen bond networks of water [7]. The ST4 model contains four charge sites - one for each hydrogen and lone pair of electrons - in a tetrahedral arrangement to maximize hydrogen bonds. The simple point charge (SPC) model was introduced by Berendsen and co-workers in 1981 and an important work comparing several other models including TIP3P and TIP4P was done by Jorgensen in 1983 [8]. These three models, along with the extended SPC (SPC/E) model [9], have experienced the majority of use in molecular dynamics simulations [10].
The TIP3P and TIP4P models were primarily optimized to reproduce the heat of vaporization of water at standard conditions, with the only difference being the movement of the negative partial charge from the oxygen to a virtual site on the bisector of the HOH angle for TIP4P. This modification increases the number of distances that are required to calculate water-water interactions to 10 from 9 but achieves a better fit for the experimental RDF. The SPC/E model modifies the point charges of SPC slightly to account for the averaged polarization effects, resulting in better agreement with the experimental RDF at the second peak. Recently the TIPnP models have been further modified with an additional lone pair virtual site which mimics the early tetrahedral models. With this additional parameter the TIP5P model [11] reproduces the density anomaly of water at 277K, with slight improvements in the RDF as well. However, each additional parameter increases the computational cost of the model.

The computational cost of a water model is directly related to the number of distances that must be calculated to evaluate the effective pair potential. The TIP3P and SPC/E pair potentials require the least number of distances for water-water interactions

\[
V_{\alpha\beta}(r_{ij}, r_{OO}) = \sum_{i \in \alpha} \sum_{j \in \beta} \frac{q_i q_j e^2}{4\pi \varepsilon_0 r_{ij}} + \frac{C_{12}}{r_{ij}^{12}} - \frac{C_6}{r_{ij}^6}
\]

(1.1)

where the first term is the electrostatic contribution with \(q_i\) and \(q_j\) as constant point charges of atoms \(i\) and \(j\), \(r_{ij}\) is the distance between atoms \(i\) and \(j\), \(\varepsilon_0\) is the permittivity of free space, and \(C_{12}\) and \(C_6\) are the repulsive and dispersion parts of
Table 1.1: Parameters of explicit water models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TIP3P</th>
<th>TIP4P</th>
<th>TIP5P</th>
<th>SPC</th>
<th>SPC/E</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{OH}$ (Å)</td>
<td>0.9572</td>
<td>0.9572</td>
<td>0.9572</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$\angle$HOH (°)</td>
<td>104.52</td>
<td>104.52</td>
<td>104.52</td>
<td>109.47</td>
<td>109.47</td>
</tr>
<tr>
<td>$10^3C_6$ (kJ/mol nm$^6$)</td>
<td>2.4889</td>
<td>2.5499</td>
<td>2.4699</td>
<td>2.6171</td>
<td>2.6171</td>
</tr>
<tr>
<td>$10^6C_{12}$ (kJ/mol nm$^{12}$)</td>
<td>2.4352</td>
<td>2.5084</td>
<td>2.2783</td>
<td>2.6331</td>
<td>2.6331</td>
</tr>
<tr>
<td>$q_{\text{oxygen}}$ (e)</td>
<td>-0.834</td>
<td>-</td>
<td>-</td>
<td>-0.820</td>
<td>-0.8476</td>
</tr>
<tr>
<td>$q_{\text{hydrogen}}$ (e)</td>
<td>+0.417</td>
<td>+0.520</td>
<td>+0.241</td>
<td>+0.410</td>
<td>+0.4238</td>
</tr>
<tr>
<td>$q_{\text{virtual}}$ (e)</td>
<td>-</td>
<td>-1.04</td>
<td>-0.241</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

the Lennard-Jones interaction between oxygen atoms. Table 1.1 summarizes the parameters of the most popular water models. Extensions of these models can include internal degrees of freedom such as bond and angle stretching and are often referred to as “flexible” models.

1.3 Implicit Solvation

Implicit solvation methods completely remove the atomic detail of the solvent and replace it with a field that implicitly reproduces the same free energy of a solvated molecule. The basic idea of implicit models is that $\Delta G_{\text{solv}}$ can be approximated as

$$\Delta G_{\text{solv}} = \Delta G_{\text{el}} + \Delta G_{\text{nonel}}$$  (1.2)
where $\Delta G_{el}$ is the free energy associated to solvating the molecule and $\Delta G_{nonel}$ is the free energy of the molecule in vacuum.

A number of factors enter the approximation of this solvating term, $\Delta G_{el}$; one of the most important is captured by the exposed surface area. The Generalized Born (GB) model is a popular implicit model that takes in to account the exposed surface area effect by treating each atom in a molecule as a sphere of radius $R_i$ with a charge $q_i$ at its center. The interior of the atom is assumed to be a material of uniform dielectric constant 1, while the molecule is assumed to be surrounded by a solvent of a high dielectric constant $\varepsilon$. The GB approximation assumes the free energy of solvation is of the form

$$
\Delta G_{el} = -\frac{1}{2} \sum_{i,j} \frac{q_i q_j}{f_{GB}(r_{ij}, R_i, R_j)} \left( 1 - \frac{e^{-\kappa f_{GB}}}{\varepsilon} \right)
$$

(1.3)

where $q_i$ and $q_j$ are the charges of the respective atoms, $r_{ij}$ is the distance between the atoms, $R_i$ and $R_j$ are the respective Born radii, $\kappa$ is the Debye-Huckel screening parameter, and $f_{GB}$ is a smoothing function which depends on the various Generalized Born models [12]. An application of the Poisson Boltzmann equation to achieve a better approximation of the nature of the solvent can lead to more accurate results, but the computational cost of solving the nonlinear system of equations at each step reduces the application of the method considerably [13].

Regardless of the level of detail of the approximation, the implicit solvation methods by construct remove the atomic detail of the solvent at the solvent interface. The detailed interactions of water near the solute interface, and the resulting hydrogen
bond network, cannot be captured, thus limiting the application of the models to systems where local structure of water is not important. As the goal of this project is to develop a method that allows to capture the local structure of water, implicit water methods will not be considered, at least at the local scale.

1.4 Effective Interactions

Various coarse grain methods for biomolecular systems reduce the computational cost associated with the model of atomic detail by introducing pseudoatoms which effectively describe the collective effect of groups of atoms. The definition of the explicit functional form for the effective interactions between pseudoatoms is the main challenge in a coarse grain model, but it is usually determined by comparing with experimental data in such a way that native structure and other thermodynamic properties are reproduced at least approximately. As in the work of Matysiak and Clementi [14], because the experimentally determined target structure depends on the environmental effects, the local effect of water is believed to be included in the effective interactions, thus negating the need for explicit water. However, these methods are similar to the implicit solvation methods in that they do not capture the structure of water at the solute interface. Explicit models must be used to capture this detail.
1.5 Coarse Graining Water

Because of the high computational cost of calculating the very long range electrostatic contribution to the all-atom potential energy, efforts have been made to coarse grain these models by introducing “pseudoatoms” that group together several atoms in the molecule (or whole molecule) while reproducing as much of the physical properties as possible. A few of the methods that are currently used to achieve effective potentials for coarse grain models are described below.

1.5.1 Force Matching

The goal of the Force Matching procedure introduced by Voth [15] is to create an effective potential which matches the combined force of all the atoms in the all-atom model on molecules. With additional constraints the procedure can also reproduce the pressure of the system [16]. The primary shortcoming of this method is that it does not include any requirement to reproduce any specific physical property, and as a result it often fails to do so. For example, when compared to all-atom models, the RDF and average tetrahedral packing parameter ($q$) obtained with force matching has a very poor fit for TIP3P water [17]. For these reasons this method will not be used for the present study of water.
1.5.2 Iterative Boltzmann Inversion

The Iterative Boltzmann Inversion (IBI) method is capable of generating a potential that reproduces the center of mass radial distribution function \( RDF_{cm} \) of the all-atom model at a given state point \([18]\). The basic idea is that in the ideal gas limit, the effective potential for molecules is the potential of mean force. Simulations are performed for the coarse grained model starting with the potential of mean force as a first approximation for the non-ideal gas all-atom system

\[
V_0(r) = -k_B T \ln g^{tgt}(r) \tag{1.4}
\]

where \( g^{tgt}(r) \) is the target radial distribution function of the all-atom system. The effective potential is updated after each step by using the correction

\[
V_{i+1}(r) = V_i(r) + k_B T \ln \left( \frac{g_i(r)}{g^{tgt}(r)} \right) \tag{1.5}
\]

Additionally, a weak constant force is added at each step to match the pressure of the all-atom system. The method converges when the update to the potential is negligible, which corresponds to an exact match of the \( RDF_{cm} \). The IBI procedure is limited in the fact that, by definition, the RDF is the only property that is expected to be reproduced, while structural or thermodynamic properties may not be correctly modeled \([19]\).
Inverse Statistical Mechanics

The inverse statistical mechanics method was originally proposed by Lyubartsev and Laaksonen [20], and it is similar in nature to the IBI procedure in that the radial distribution function is the primary target of the optimization procedure. However, the definition of the method is much more general and can be easily modified to take in to account other properties. Because of this increased flexibility, the inverse statistical mechanics method is most appropriate for coarse grain simulations of water in which the optimization of many parameters is necessary, as it is in this work.

Given a initial guess Hamiltonian $H$ which has parameters $\epsilon$, if it can be assumed that the Hamiltonian is not far from the expected result, a generic thermodynamic average $X$ can be optimized at each step by a first order correction of the form

$$
\sum_{\alpha} (X_{\alpha}^{\text{tgt}} - X_{\alpha}^i) = -\beta \sum_{i=1}^{n} \left( \left\langle X_\alpha \frac{\delta H(\epsilon_1, \ldots, \epsilon_n)}{\delta \epsilon_i} \right\rangle - \left\langle X_\alpha \right\rangle \left\langle \frac{\delta H(\epsilon_1, \ldots, \epsilon_n)}{\delta \epsilon_i} \right\rangle \right) \Delta \epsilon + O(\epsilon^2)
$$

(1.6)

where $\beta = \frac{1}{k_B T}$. For the simple case of an effective potential targeted at reproducing the radial distribution function, one could use a potential of the form

$$
H = \sum_{\alpha} K_\alpha S_\alpha
$$

(1.7)

where $K_\alpha$ are the parameters of the Hamiltonian and $S_\alpha$ is the pair density derived from the radial distribution function as

$$
\langle S_\alpha \rangle = \frac{4 \pi r^2 g(r) N^2}{2V}
$$

(1.8)
In this simple case the first order correction to the potential simplifies to

\[ \Delta S_\alpha = \sum_\gamma -\beta \left( \langle S_\alpha S_\gamma \rangle - \langle S_\alpha \rangle \langle S_\gamma \rangle \right) \Delta H_\gamma \]  \hspace{1cm} (1.9)

To optimize other physical properties, the form of the Hamiltonian must be changed. The effective potential for TIP3P water obtained using this procedure has been shown to better reproduce the tetrahedral packing parameter \( q \)\cite{21}, described in Section 2.3.3, than the other methods, and will thus be used in these studies.

### 1.6 Summary

A brief account has been given of the inclusion of water in molecular dynamics simulations and the goals of such endeavors. As mentioned above, no water model exists that can reproduce all physical properties for water. However, explicit models are the only available method to capture the local structural details of water at wet/dry interfaces, and because of the relevance of such details to biological phenomena these methods will be used instead of implicit solvation methods. In order to reduce the computational cost of including all-atom detail, efforts have been made to coarse grain away the unimportant degrees of freedom for bulk water. These models, which cannot reproduce all of the structural details of the more complex models, are however much less expensive. The remainder of this thesis will describe the efforts taken to combine the benefits of inexpensive one-site simulations with structurally important all-atom systems by coupling two resolutions with either adaptive resolution techniques or systematic comparison.
1.7 Key achievements of this thesis

In Chapter 3, an application of the AdResS methodology for hydrophobic solutes is presented for the first time. The positive results from this study show that the AdResS method is capable of improving the efficiency for realistic systems while maintaining the important information without significant degradation. In order to accomplish these simulations, the AdResS algorithm was integrated in to one of the most efficient molecular dynamics packages currently available, allowing easy access to the method for the scientific community.

In Chapter 4, a systematic comparison of a coarse grain model with it’s all-atom counterpart shows the efficacy of combining these resolutions to explore the entire free energy landscape. The computational cost of the all-atom model is overcome by reconstructing coarse grain structures at important regions discovered during the coarse grain simulations. The computational cost could be further reduced by modeling the system in a hybrid fashion with both all-atom and coarse grain models present in the same simulation. This requires an coarse grain model capable of coupling to a coarse grain model of water, and a hybrid model for the protein.

In Chapter 5, a coarse grain model of a protein is coupled for the first time to a single-site model for water. The resulting model reveals information about the transition state which is not easily grasped with vacuum coarse grain models. The reduced computational cost of the system allows for microsecond exploration of the free energy landscape, encouraging the addition of a hybrid model for the protein to
allow high resolution investigation in functionally relevant regions, such as binding sites of chromophores.
Chapter 2

Adaptive Resolution Simulations

2.1 Introduction

Many phenomena in biology, chemistry, and materials science involve processes occurring on atomistic length and time scales that affect structural and dynamical properties on mesoscopic scales extending far beyond atomistic ones. Computer simulations of very large systems with full atomistic detail is often either infeasible, undesirable, or unnecessary. This has lead to the development of coarse grained (CG) models which allow for the study of mesoscale changes at large length scales. The reduced computational cost of CG models allows full system equilibration over mesoscopic time scales. The goal for these reduced models is to reproduce important physico-chemical features of a selected system by trading a large gain in simulation speed with the introduction of some approximations.

Recently CG models have been used in combination with models of higher resolution in so-called “multi-scale” methods in order to exploit their complementary benefits. The linking of high and low resolution models requires that they be structurally consistent. The theoretical methods that are employed to study such multi-scale systems span from quantum-mechanical to macroscopic statistical approaches.
A common limitation of these methods is that the regions of the system treated at different resolution levels are often fixed and do not allow for particle exchange. Recently, however, a particle-based adaptive resolution simulation scheme (AdResS) was proposed for hybrid all-atom/CG molecular dynamics simulations which allows for particle exchange between the different resolution regions.

2.2 AdResS: Theoretical Background

Consider a system of $N$ molecules in a volume $V$, modeled at an atomistic level, in which full atomistic detail is not needed in a certain subvolume $V_A$. Thus the number of degrees of freedom (DOF) $n$ per molecule is lower in the CG region $A$ and higher in the all-atom region $B$. For simplicity, one can divide the simulation volume $V$ into two equally large slabs $A$ and $B$. In order to simulate the two different resolutions for the same system, thermodynamic equilibrium between the two regions must be maintained to avoid spurious effects.

For constant molecular density the chemical potentials must be equal in both regions, which guarantees that the molecules experience no spurious driving force into one region and keeps the system homogeneous across the box. The artificial resolution boundary must be essentially invisible, in that the molecules have to cross the border between the two regions without experiencing any barrier. To achieve this, conditions analogous to a two-phase coexistence, $\mu_A=\mu_B$, $p_A=p_B$, $T_A=T_B$, must be satisfied, where $\mu_A$, $p_A$, and $T_A$ and $\mu_B$, $p_B$, and $T_B$ are the chemical potentials, pressures,
and temperatures of the liquid in the CG and atomistic domains, respectively.

To smoothly couple the different regions, a two-stage procedure is applied [22]. First, CG molecules are defined and an effective pair potential $U_{cg}(r)$ between the CG molecules is derived such that the statistical properties (i.e., the density, pressure, and temperature) of the corresponding all-atom system are accurately reproduced. Depending on the system, other properties such as the radial distribution functions should also match as closely as possible. Different methods for deriving these effective potentials have been presented in the previous chapter (Section 1.5) for the case of water.

Second, an interface layer is introduced between the atomistic and CG region which contains hybrid molecules. These hybrid molecules correspond to an all-atom molecule with an additional massless center of mass particle serving as an interaction site. The transition is then governed by a weighting function $w(x) \in [0, 1]$ which interpolates the molecular interaction forces between the two regions and assigns a resolution “identity” to the molecule. The weighting function is defined in such a way that high resolution molecules have $w=1$, low resolution have $w=0$, and values $0<w<1$ are assigned in the transition region. Interpolating the forces acting between the center of mass interaction sites for molecules $\alpha$ and $\beta$ leads to the definition of a hybrid force

$$F_{\alpha\beta} = w(x_\alpha)w(x_\beta)F_{\alpha\beta}^{ex} + [1 - w(x_\alpha)w(x_\beta)] F_{\alpha\beta}^{cg}$$

(2.1)
molecules $\alpha$ and $\beta$, $F^e_{\alpha\beta}$ is the sum of all pair atom interactions between explicit atoms of the molecule $\alpha$ and explicit atoms of the molecule $\beta$, $F^{cg}_{\alpha\beta} = -\nabla U^{cg}_{\alpha\beta}$ is the effective pair force between the two molecules, and $x_\alpha$ and $x_\beta$ are the positions of the center of mass sites of the molecules $\alpha$ and $\alpha$, respectively. By interpolating the force in this way, AdResS by construction satisfies Newton’s third law, which is crucial for the proper diffusion of molecules across the resolution boundaries.

Because the total pair force depends not only on the relative distances but also on the positions of the molecules relative to some reference, it is not conservative, and it is not possible to associate a corresponding potential as the work done by this force depends on the physical path taken by the molecule in the transition region. However, the grand-canonical potential $\Omega = -\nabla pV$ is still a well-defined and conserved quantity in the AdResS approach and can be used to satisfy two-phase coexistence requirements, eliminating any spurious flux at the boundary between the atomistic and CG regions. A molecule gains or loses, depending on whether it leaves or enters the CG region, its equilibrated rotational and vibrational DOFs when it crosses a boundary between the different regions, while retaining its linear momentum. Because of the change in DOFs, this change in resolution requires the addition or removal of latent heat and thus must be accompanied with a thermostat that couples locally to the particle motion.

One could also attempt to introduce a mixing scheme with a similar interpolation technique but working with the interaction potentials rather than the forces. This in-
deed has been recently attempted [23], however such an approach leads to a violation of Newton’s third law, and consequently to a non-conservation of the linear momentum [24]. Furthermore, in that case the total force would not only be a function of the gradients of the explicit and CG potentials, but would also depend linearly on the respective potentials themselves. The idea of decoupling DOFs rather than switching them on and off is attractive at first sight, but the concept only works for DOFs that are eigenmodes of the molecules without any coupling to the surrounding [25]. Because of these restrictions, the force interpolation scheme was chosen for AdResS.

2.3 Example Applications

2.3.1 Tetrahedral Molecule Liquids

The first proof of principle to test the AdResS idea used a liquid of simple model tetrahedral molecules [26]. The model liquid mimics a typical liquid such as methane. Each molecule in this system comprises four identical atoms with mass $m_0$. The intramolecular interactions are regulated by the repulsive Weeks-Chandler-Andersen potential

$$U_{\text{rep}}(r_{ij}) = \begin{cases} 
4\varepsilon \left( \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} + \frac{1}{4} \right) ; & r_{ij} \leq 2^{1/6}\sigma \\
0 ; & r_{ij} > 2^{1/6}\sigma 
\end{cases} \quad (2.2)$$

where $\sigma$ and $\epsilon$ are the standard Lennard-Jones parameters of length and energy, and $r_{ij}$ is the distance between the atom $i$ of the molecule $\alpha$ and the atom $j$ of the molecule $\beta$. The atoms are connected by finite extensible nonlinear elastic (FENE)
bonds

\[ U^\text{ex}_{\text{bond}}(r_{\text{o}a\text{j}}) = \begin{cases} -\frac{1}{2}kR_0^2 \ln \left(1 - \left(\frac{r_{\text{o}a\text{j}}}{R_0}\right)\right) & ; r_{\text{o}a\text{j}} \leq R_0 \\ 0 & ; r_{\text{o}a\text{j}} > R_0 \end{cases} \]  

(2.3)

with \( R_0 = 1.5\sigma \) and \( k = 30\frac{\sigma}{\tau} \).

Medium density and high density liquids with molecular number densities of \( \rho_m = 0.1 \) and \( \rho_h = 0.175 \), respectively, were investigated. Besides the linear slab-like geometry, a spherical cavity-like geometry for the system was also tested. The latter example is useful for studies of macromolecules embedded in a solvent, whereas the former can be readily extended to studies of liquids near surfaces.

An explicit (EX) atomistic model was mapped to a CG model comprised of N one-particle molecules. A CG molecule in the system has a mass \( M_a = 4m_0 \) equal to the total mass of an explicit tetrahedral molecule. The number of non-bonded interactions is significantly reduced, and all the rotational and vibrational DOFs of the explicitly resolved tetrahedral molecules are removed. The effective CG potential \( U_{\text{cg}}(r) \) is derived by using the IBI technique (see Section 1.5.2) in such a way that the center of mass radial distribution function \( \text{RDF}_{\text{cm}} \) and pressure of the CG system match the corresponding \( \text{RDF}_{\text{cm}} \) and pressure of the explicit system at a given density and temperature. This means that at any chosen point, the equations of state for the EX and CG systems coincide.

The atomistic and mesoscopic regions are then coupled using the AdResS method. Figure 2.1a shows the EX, hybrid, and CG representation of the tetrahedral molecule.
Figure 2.1: Example AdResS Setup for solvated methane. Methane is resolved in all-atom detail, as well as the first few layers of water. A hybrid layer separates the all-atom region from the single-site coarse grain water in the bulk.

Figure 2.1 shows the simulation box in a spherical cavity-like geometry. An appropriate weighting function - $w(x)$ for the slab-like geometry, $w(r)$ for the spherical cavity-like geometry - is defined which smoothly interpolates between the regions and has zero slope at the boundaries of the transition region. Within the transition region, the pair force between the atoms $i\alpha$ and $j\beta$ of either explicit or hybrid molecules $\alpha$ and $\beta$, respectively, and the massless center of the molecule, is interpolated as described earlier.

The density profile throughout the transition region must be kept constant to avoid any kinetic barrier for a free exchange of particles. The linear combination of the explicit and coarse grain potential creates a slight dependence on the value of $w$ for the pressure. The pressure increase is most prominent for $w = \frac{1}{2}$, so an interface
pressure correction is derived such that the pressure for a system of hybrid molecules with identity \( w = \frac{1}{2} \) exactly reproduces the correct pressure and \( RDF_{cm} \).

This sample test showed that AdResS can in principle be used to model homogeneous liquid systems. This test did not show, however, how a solute can be embedded in the system, or whether the method can be applied to more complex systems such as liquid water. The work described in Section 2.3.3 extended this approach to a realistic representation of water.

### 2.3.2 Solvated Polymer

The AdResS approach can be generalized to the study of a polymer chain in solution [27]. The chain is surrounded by solvent with atomistic resolution. As the polymer moves, the sphere of atomistic resolution moves together with the center of mass of the chain. The chain is free to move around, and the explicit resolution sphere is much smaller than the overall simulation volume. Only the solvent in the vicinity of the polymer is always represented with a sufficiently high level of detail so that the local interactions between a solvent and a solute are correctly taken into account, whereas solvent further away from the polymer, at which the high resolution is no longer required, is represented on a more CG level. The macromolecule is represented by a generic flexible polymer chain embedded in a solvent, for instance the system of tetrahedral molecules which was introduced in the previous section. To account for the movement of the high-resolution scheme with the polymer, the AdResS force
interpolation is generalized to:

\[
F_{\alpha\beta} = w(|R_\alpha - R|) w(|R_\beta - R|) F_{\alpha\beta}^{ex} + [1 - w(|R_\alpha - R|) w(|R_\beta - R|)] F_{\alpha\beta}^{cg}
\]  

(2.4)

where \( R_\alpha, R_\beta, \) and \( R \) are the center of mass positions of the molecules \( \alpha, \beta, \) and the whole polymer, respectively. The size of the explicit region is set such that the polymer is always surrounded by explicit solvent, so that the interpolation only applies to solvent molecules.

Excellent agreement was found between the scattering function \( S(q) \) obtained with the AdResS and explicit simulations, and the mean square displacements of the polymer beads was found to be close to the expected power law of 0.6, showing that the conformational statistics of the embedded polymer in solution were properly reproduced using the AdResS method. The solvent used to test this extension of AdResS was still a hypothetical liquid though; the next example shows that the scheme can also be used for more complex liquids, like water.

### 2.3.3 Liquid Water

The AdResS approach can be extended to study polar liquids with long-range electrostatic interactions, i.e. TIP3P water [28]. In order to localize the long-range electrostatic interactions, the reaction field method needs to be used, in which all molecules with the charge center outside a spherical cavity of a molecular-based cut-off radius of \( R_c \) (typical values for \( R_c = 9\,\text{Å} \)) are treated as a dielectric continuum with a dielectric constant \( \varepsilon_{rf} \) [29, 30]. The electrostatic force acting on a charge \( e_{i\alpha}, \)
at the center of the cutoff sphere, due to a charge $e_{j\beta}$ within the cavity is

$$F_{C_{i\alpha j\beta}}^{\text{ex}}(r_{i\alpha j\beta}) = \frac{e_{i\alpha}e_{j\beta}}{4\pi\varepsilon_0} \left[ \frac{1}{r_{i\alpha j\beta}^3} - \frac{1}{R_c^3} \frac{2(\varepsilon_{rf} - 1)}{1 + 2\varepsilon_{rf}} \right] r_{i\alpha j\beta}$$

(2.5)

In order to use the AdResS procedure, a very realistic CG model needs to be used to allow a very fast and smooth equilibration of the atomistic DOFs adaptively added in the hybrid region. For this purpose a new single-site water model was developed that reproduces remarkably well the essential thermodynamic and structural features of water, as obtained by detailed all-atom simulations using the rigid TIP3P water model. Figure 2.2a describes the AdResS representation of TIP3P and Figure 2.2b describes the slab-like geometry of the multi-scale simulation.

To derive the effective potential between CG molecules, an iterative inverse statistical mechanics approach described earlier (Section 1.5.3) was used. Perfect agreement
between the all-atom and CG RDFs was reached using the optimized effective potential. The effective potential has the primary minimum at approximately 2.8Å, corresponding to the first peak in the RDF. The slightly weaker and significantly broader minimum at 4.5Å corresponds to the second hydration shell. As discussed earlier, different procedures for obtaining the effective potential can produce different results. The combined effect of the two minima leads to a local packing close to that of the all-atom TIP3P water. To date, this CG water model obtained with the IMC method is the one which best reproduces water properties at standard conditions [21].

To more thoroughly quantify the structural properties of the model which are not completely defined by the RDF, the distribution of the angle $\theta$ between the center of mass of three nearest-neighbor molecules and the orientational order parameter $q$ were computed. The parameter $q$ measures the extent to which a molecule and its four nearest neighbors adopt a tetrahedral arrangement, a feature which is essential to the physico-chemical properties of water.

The agreement for both structural parameters (RDF and $q$) was better than previous effective potentials for one-site water and could not be improved significantly by using more complex CG models (two-site, three-site), thus justifying the choice of the one-site model. For the hybrid simulation, the EX region had values of $\langle|\theta|\rangle_{ex} = 109.7 \pm 24.6$ and $\langle|q|\rangle_{ex} = 0.54 \pm 0.2$, and the CG region had values of $\langle|\theta|\rangle_{cg} = 103.4 \pm 30.7$ and $\langle|q|\rangle_{cg} = 0.42 \pm 0.2$. The reference bulk values for fully atomistic TIP3P simulations are $\langle|\theta|\rangle_{bulk} = 109.4 \pm 24.6$ and $\langle|q|\rangle_{bulk} = 0.55 \pm 0.2$. Most
importantly, the CG water did not adversely influence the structure in the all-atom region. The normalized density for the hybrid system was found to be homogeneous in the CG and EX regions with very small oscillations in the transition region, similar to the previous test cases described earlier.

The time evolution of a diffusion profile for molecules that were initially localized at the interface layer was computed to demonstrate the free exchange of molecules between the different regions. It was shown that these molecules spread out asymmetrically with time, arising from the difference in diffusion coefficient between the EX and CG regions due to the difference in DOFs. The diffusion could be matched with a position dependent Langevin thermostat, which effectively slows down the coarse grain molecules; however, when diffusion properties are not the focus of the study this difference in time scale can be advantageous for reaching longer effective simulation times in systems in which multiple length and time scales are intrinsically present. Along these lines AdResS can be applied to any other flexible or rigid nonpolarizable classical water model (e.g., SPC, SPC/E, TIP4P).

2.4 Summary

The AdResS method has been shown to accurately reproduce essential thermodynamic properties for simulations of homogeneous systems and one simple application of a polymer in solvent. The basic steps of AdResS involve a parametrization of an effective pair potential for the molecules which are to be coarse grained, and a defini-
tion of a simulation environment in which the all-atom region exchanges with and is supported by a bulk CG volume, separated by a hybrid transition region. There are several questions remaining to be answered, however, before such a method can be applied to biomolecular systems. For instance, what are the optimal values for the size of the all-atom and hybrid regions? How can multiple adaptive regions interact and mix? What are the effects of the approximation on the electrostatics when a macromolecule distorts the reaction field assumption? The following chapter will describe the first application of AdResS to a system with hydrophobic and hydrophilic molecules.
Chapter 3

Locality of Hydrogen Bond Networks at Hydrophobic Interfaces

3.1 Introduction

Liquid water is capable of forming highly complex hydrogen bond networks which directly affect the way in which biological molecules move and function. [1, 2] In this context understanding the solvation of hydrophobic molecules is a key to understand crucial processes occurring in (bio-)molecular systems. [31, 32, 33] In general, the molecular structure of liquid water around a solute molecule results from a competition between the disruption of the local tetrahedral order of bulk water and the formation of a two dimensional surface-like order at the solute interface. For very small hydrophobic solutes, such as methane, water molecules can encapsulate the guest molecule. [34] For increasingly larger solutes, the structure of water close to the solute eventually approaches the limiting case of an infinite hydrophobic surface. [35, 3, 36]

An important question related to the structure of water around a hydrophobic solute concerns the locality of the hydrogen bond network, that is, whether or not the solvation structure is determined by the surrounding bulk. In order to address
this computationally a tool is needed that can slowly switch on and off the hydrogen bonds in a well defined region around the solute, so that their relevance on the rest of the network can be determined in an unequivocal way. Switching on and off the hydrogen bond degrees of freedom must occur without affecting the thermodynamic equilibrium of the whole system and, if switched off only in the bulk, thermodynamic equilibrium must be assured between the regions of different resolution. Such a tool is provided by the adaptive resolution scheme (AdResS) [22], that allows to interface regions with different molecular representations (e.g. atomistic and coarse-grained) while maintaining free exchange of particles and equilibrium between the regimes, that is, the two different regions maintain equal temperature, pressure, and density. [37]

For the problem treated here AdResS is used to interface an atomistic model of water which explicitly forms hydrogen bonds with a coarse-grained (CG) spherical representation of water, which does not have any directional interactions. This allows to systematically determine the role of hydrogen bonds of the bulk onto the structure of water around hydrophobic solutes of different sizes. In particular we investigate the role of two common water-solute interactions, a Lennard-Jones (LJ) as well as a short ranged purely repulsive potential. For both interaction types the structure of the water layer close to the solute has to accommodate the geometrical constraints induced by the solvated molecule *.

*This chapter is adapted from Lambeth et al. [38], and I greatly acknowledge my co-authors C. Junghans, K. Kremer, C. Clementi, and L. Delle Site.
Figure 3.1: Adaptive resolution simulation scheme for hydrophobic solutes, illustrated for the case of C\textsubscript{2160} icosahedral fullerene.

To systematically test the locality of hydrophobic hydration, the 60\textsuperscript{2} series of icosahedral fullerenes (C\textsubscript{60} to C\textsubscript{2160}, with corresponding effective radii from 0.35-2.1 nm) were studied by AdResS simulations with varying thickness of the layer of atomistic molecular representation. Fig. 3.1 illustrates the computational setup (see below for details). If adaptive resolution simulations with a minimal all-atom region can
reproduce the results of fully all-atom simulations, then the effect of solute on the water structure is deemed local: it is not significantly supported/influenced by the bulk hydrogen bond network, as the bulk is modeled by CG water, unable to form directional hydrogen bonds. [28, 21] In this case the role of the CG bulk water for the surface layer is minimal, that is, it is enough to ensure that the CG water acts as a thermodynamic bath with the same temperature, pressure and density as the all-atom model. If the structural properties are perfectly local, there is no need for the CG bulk to provide any structural information. Regarding the specific character of the water-solute interaction, the explicit form of the potential has been long debated in the literature. [39, 40, 41] Electronic structure calculations for benzene in water suggest the use of a Lennard-Jones type potential for the C-O non-bonded interaction. [42] Alternatively, the C-O interaction is sometimes treated as a purely repulsive interaction, and modeled with either a Weeks-Chandler-Andersen potential [43], or with a modified LJ potential with the \( \left( \frac{q}{r} \right)^6 \) term removed. [44]

### 3.2 Simulation Setup

The application of AdResS to solvation processes requires the definition of an atomistic region around the solute, immersed in a “thermodynamic bath” of CG bulk water. In AdResS two molecules \( \alpha \) and \( \beta \) interact with a total force \( F_{\alpha\beta} \), evaluated via a space dependent interpolation of the atomistic force \( F^{\text{atom}}_{\alpha\beta} \) and CG force \( F^{\text{cg}}_{\alpha\beta} \) as

\[
F_{\alpha\beta} = w(R_\alpha)w(R_\beta)F^{\text{atom}}_{\alpha\beta} + [1 - w(R_\alpha)w(R_\beta)]F^{\text{cg}}_{\alpha\beta},
\]

where \( w(R) \) is a switching function;
$w(R)$ is zero in the CG region, one in the spherical atomistic region (see Fig. 3.1), and continuous and monotonic in a transition region in between. The all-atom sphere is located at the center of the simulation volume, to which also the center of mass of the solute is constrained, ensuring that the solute is always expressed in full all-atom detail and surrounded by a layer of all-atom water. [27] A 1 nm transition region of hybrid molecules smoothly couples the layer of all-atom water around the solute with a bulk CG water region.

As is evident from Fig. 3.1, the spherical AdResS setup creates an all-atom region of non-uniform thickness around the larger fullerenes. The distribution of the distances of the C atoms from the solute center of mass is spread over an interval $\Delta r$, with $\Delta r$ ranging from less than 0.05 nm for $C_{60}$ to about 0.5 nm for $C_{2160}$. [45, 46] Nevertheless one can calculate a radial distribution function for the water molecules measured from the surface of the solute and define a first and second solvation shell, even though this is somewhat smeared out for the larger solutes. The distance in nm of the first and second hydration shells measured from the center of mass of the solute are as follows:

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Shell</th>
<th>$C_{60}$</th>
<th>$C_{240}$</th>
<th>$C_{540}$</th>
<th>$C_{960}$</th>
<th>$C_{1500}$</th>
<th>$C_{2160}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lennard-Jones</td>
<td>1st</td>
<td>0.85</td>
<td>1.20</td>
<td>1.53</td>
<td>1.90</td>
<td>2.25</td>
<td>2.55</td>
</tr>
<tr>
<td></td>
<td>2nd</td>
<td>1.05</td>
<td>1.40</td>
<td>1.73</td>
<td>2.10</td>
<td>2.45</td>
<td>2.75</td>
</tr>
<tr>
<td>Purely Repulsive</td>
<td>1st</td>
<td>0.95</td>
<td>1.30</td>
<td>1.63</td>
<td>2.00</td>
<td>2.35</td>
<td>2.65</td>
</tr>
<tr>
<td></td>
<td>2nd</td>
<td>1.25</td>
<td>1.60</td>
<td>1.93</td>
<td>2.30</td>
<td>2.65</td>
<td>2.95</td>
</tr>
</tbody>
</table>

where we observe slight deviations between the two surface potentials. The AdResS
setup for the thinnest all-atom layer studied is illustrated in the inset of Fig. 3.2 for the largest solute. The green circle marks the average distance of the C atoms from the center of $C_{2160}$. The red circle marks the boundary of the all-atom region, which in this case also coincides with the minimum between the first and second peak of the solute-center water $g(r)$. The purple circle marks the border of the transition regime to the fully CG region. For both potentials we study two cases, namely an atomistic region up to the first and second minimum in the solute water $g(r)$, keeping in mind that the position of these minima is slightly different for the two interaction potentials. To actually analyze the solvation shell itself we calculate the number of water molecules $S(d)$, where $d$ is the distance from the solute surface and not from the center of the simulation shell (see definition below).

All of the results presented were obtained for NVT simulations using a modified version of the GROMACS package [47, 48]. Stochastic dynamics with a friction constant of $\Gamma = 5 \text{ ps}^{-1}$ and a time step of 2.0 fs was used, and the electrostatics were modeled by a reaction-field method. The volume of the system was obtained from all-atom NPT simulations with $P_{\text{ref}} = 1$ atm using the Berendsen barostat. Periodic boundary conditions and minimum image convention were applied in all directions, and a cutoff of 0.9 nm was used for the non-bonded interactions. After warm-up and equilibration of 1 ns, several trajectories of at least 2 ns were collected for each AdResS setup. To ensure that the results are not influenced by the choice of water model, simulations were tested for rigid and flexible versions of the TIP3P and SPC/E point
charge models. [8, 9] The parameters for the all-atom water models are the same as those implemented in GROMACS 4. A single-site isotropic coarse-grained potential was obtained for each water model to match the corresponding O-O $g(r)$ using inverse Monte Carlo iterations with the VOTCA package. [49] The CG interaction potentials are centered on the O atom and are comparable in shape to other single-site water models. [19, 50, 16] This means that the CG model satisfies only a minimal structural requirement of a two body form; the local average tetrahedral structure is not reproduced. [19] Although results are only shown for rigid SPC/E, the general conclusions drawn hold the same for each three-site model, as the detailed simulation results were qualitatively the same for each of the models.

A previously described OPLS model for buckminsterfullerene was adapted for the $60n^2$ fullerenes. [44]. The functional form of the non-bonded potentials was $U = 4\varepsilon[(\frac{\sigma}{r})^{12} - a(\frac{\sigma}{r})^6]$ with $a = 1$ for Lennard-Jones and $a = 0$ for purely repulsive interactions. In the case of SPC/E model the force-field parameters were as follows: The other parameters are determined by Lorentz-Berthelot mixing rules. It is important to note that the typical energy of a hydrogen bond (on average 20.41 kJ/mol for SPC/E), is roughly 50 times larger than the optimal C-O Lennard-Jones interaction. [10]

To quantify the change in water structure around a solute, the average number of water molecules $S(d)$ and the average tetrahedral order parameter $q(d)$ are measured as a function of $d$ from the closest C atom of the solute for a bin size of 0.01 nm.
Table 3.1: Simulation Parameters for Methane and SPC/E water

<table>
<thead>
<tr>
<th>Atom</th>
<th>σ (nm)</th>
<th>ε (kJ/mol)</th>
<th>q (e)</th>
<th>m (u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.355</td>
<td>0.293</td>
<td>0.0</td>
<td>12.011</td>
</tr>
<tr>
<td>O</td>
<td>0.31657</td>
<td>0.650194</td>
<td>-0.8476</td>
<td>15.9994</td>
</tr>
<tr>
<td>H</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4238</td>
<td>1.008</td>
</tr>
</tbody>
</table>

Approximations for $g(r)$ (not shown) based on a fit to the volume of each fullerene as a function of their effective radii were computed and match a previous study of hydrophobic clusters. [41] For one single water molecule $i$, the order parameter $q_i$ is defined as $q_i = 1 - \frac{3}{8} \sum_{j=1}^{3} \sum_{k=j+1}^{4} \left( \cos \psi_{ijk} + \frac{1}{3} \right)^2$, where $\psi_{ijk}$ is the angle formed by the oxygen atoms of two neighbor water molecules $j$ and $k$ with the oxygen atom of molecule $i$, and the sum runs over the four nearest neighbor molecules of molecule $i$. [51] The function $q(d)$ is the average $q_i$ over all water molecules at a given distance $d$ from the solute surface. For perfectly tetrahedral systems $q = 1$, while for disordered systems $q = 0$ on average.

3.3 Results

Fig. 3.2 and Fig. 3.3 show the relative ability of each adaptive resolution simulation to reproduce the local density and structure of water around the solute. Comparison of the right and left panels of Fig. 3.2 immediately reveals that while limiting the
size of the all-atom region to the first hydration shell is sufficient to reproduce the density of water around the LJ solutes (left panel), the situation is very different for the purely repulsive solutes, where the radial distribution of the water is greatly disturbed by the coarse-graining of the bulk (right panel). We notice an improvement in the results for much larger all-atom regions (not shown), however all-atom region sizes comparable to the first and second hydration shells are insufficient to accurately reproduce the results obtained in fully all-atom simulation. Thus for purely repulsive hydrophobes, structural changes in the bulk directly affect the local water density in the first hydration shell.
This difference between LJ and purely repulsive solutes is also immediately evident from the distribution of the tetrahedral order parameter $q(d)$ around the solutes, shown in Fig. 3.3. The repulsive solutes (right panel) exhibit almost negligible tetrahedral order close to the solute surface. In particular, right next to the repulsive solute surface the packing appears to be increasingly more random with $q\rightarrow 0$ for increasing solute size. Surprisingly, this appears rather independent of the thickness of the all-atom layer, indicating the locality of the tetrahedral order, while the water density in the first layers exhibits the characteristics of a property which needs the support of the bulk. On the contrary, the LJ solutes (left panel) present a smaller, albeit significant, decrease in the parameter $q$ (from the bulk value of $q\approx 0.6$ to $q\approx 0.3-0.4$) closer to the solute surface. These results suggest that LJ solutes induce a locally ordered yet very flexible hydrogen bond network, completely consistent with recent vibrational sum frequency spectroscopy results for water. [52] In addition, the height of the first peak of the radial distribution function $g(r)$ (not shown) for the LJ solutes does not appear to decrease for increasing solute size, consistent with the results of a previous study of spherical solutes. [53] On the contrary, for the repulsive solutes a complete “non-wetting” is observed, as the $g(r)$ function for two largest repulsive solutes has essentially no first peak. [54] The difference in non-wetting behavior observed with the two interaction types is fully consistent with previous studies for attractive and repulsive hydrophobic sheets. [36, 55]

These results show how adaptive simulations are capable of shedding some light
Figure 3.3: The average tetrahedral order parameter $q(d)$ as a function of the distance $d$ (in nm) from the surface of the solute, for the LJ (left) and purely repulsive solutes (right). Vertical lines and colors are the same as in Fig. 3.2. Results are reported for three representative solutes (see also the corresponding cartoon): $C_{60}$ (bottom plots in both right and left panels), $C_{960}$ (middle plots), and $C_{2160}$ (top plots). On the plots for the repulsive solutes the curves for the fully all-atom simulations of the corresponding LJ solutes are also reported as a dotted black line, to provide a direct comparison of the different cases.

on interface problems. Adaptive simulations that approximate the bulk with a CG model can not match the local density of water around a repulsive solute, while they do for a LJ solute. In contrast, the tetrahedral order in both cases seems to be only weakly affected. As a consequence, contrary to the radial distribution function, the tetrahedral order parameter does not allow for a clear distinction between local and non-local effects for the hydrophobic solute-water interactions as defined in this work.

Although these static quantities are among the most relevant for the structure at the hydrophobic interface, they are not sufficient to determine whether AdResS has adequately captured the essential physics of the solvation process. A complementary dynamic quantity which can support the validity of our conclusions is the particle
Table 3.2: Density fluctuations near each solute

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Simulation</th>
<th>C_{60}</th>
<th>C_{240}</th>
<th>C_{540}</th>
<th>C_{960}</th>
<th>C_{1500}</th>
<th>C_{2160}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lennard-Jones</td>
<td>AdResS_{d1}</td>
<td>0.130</td>
<td>0.116</td>
<td>0.116</td>
<td>0.119</td>
<td>0.116</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td>AdResS_{d2}</td>
<td>0.152</td>
<td>0.140</td>
<td>0.133</td>
<td>0.133</td>
<td>0.130</td>
<td>0.124</td>
</tr>
<tr>
<td></td>
<td>All-atom</td>
<td>0.138</td>
<td>0.131</td>
<td>0.129</td>
<td>0.130</td>
<td>0.146</td>
<td>0.134</td>
</tr>
<tr>
<td>Purely Repulsive</td>
<td>AdResS_{d1}</td>
<td>0.379</td>
<td>0.643</td>
<td>0.823</td>
<td>1.00</td>
<td>1.22</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>AdResS_{d2}</td>
<td>0.585</td>
<td>0.961</td>
<td>1.228</td>
<td>1.45</td>
<td>1.62</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td>All-atom</td>
<td>0.463</td>
<td>0.702</td>
<td>0.812</td>
<td>0.911</td>
<td>1.12</td>
<td>1.24</td>
</tr>
</tbody>
</table>

number fluctuation in the first hydration shell. [36, 53, 39] The table below compares
the fluctuations, expressed as \( \frac{(N^2) - \langle N \rangle^2}{\langle N \rangle} \), for each solute in the first layer as defined for
Fig. 3.2 and all-atom region size (d1 for red, d2 for light blue). The uncertainty is in
the last digit of each reported value. For each LJ solute the adaptive resolution simu-
lations match the all-atom simulation, demonstrating that free exchange of particles
occurs between the all-atom and CG regions. A small discrepancy can be observed
for the repulsive solutes, reflecting the lack of locality.

### 3.4 Summary

In summary, the level of locality in the hydrogen bond network at hydrophobic inter-
faces is primarily controlled by the nature of the interaction between the hydrophobic
solute and water. For purely repulsive solutes, perturbations in the bulk (such as the 
CG approximation) affect the density but not the tetrahedral order of water at the 
solute interface. For a weak LJ solute, bulk perturbations tested here do not affect 
the first water layers. The size of the solute does not appear to affect the locality of 
the solvation significantly, at least for the range of solutes considered here.
Chapter 4

Chromophore-induced switch in Photoactive Yellow Protein

4.1 Introduction

The postulated signaling state of the bacterial photoreceptor photoactive yellow protein (PYP) is found in experiments to be essentially indistinguishable from an on-pathway folding intermediate formed upon the isomerization of the chromophore embedded in the protein, suggesting a direct link between the folding and the photocycle of this protein. The wide range of time-scales covered during the photocycle/folding of PYP, together with the partially unfolded nature of the signaling state, make the structure determination of the signaling state challenging, either by simulation or by experiment. We have circumvented this problem by using a realistic coarse-grained protein model for PYP, that allows us to characterize the functional changes in the folding free energy landscape. While the folding landscape of the coarse-grained native protein indicates a two-state folding mechanism, the coarse-grained model of the photoactivated form of PYP populates an on-pathway intermediate ensemble, in line with experimental data. The folding intermediate detected in our coarse-grained study matches well all available experimental data on the putative signaling state
of PYP, confirming the connection between the folding and function of this protein. These results allow us to use the coarse-grained model as a starting point to characterize the molecular structure of the signaling state at atomic level of detail. Large structural changes are detected both in the N-terminal domain and in the core of the protein, while its central β-sheet remains largely intact. This study illustrates how the combination of experiment and simulation at different resolutions within a free energy landscape framework can yield novel insight into protein function.

4.2 Biological Signaling

Biological signaling is initiated when a stimulus converts a receptor into its active signaling state. The accurate characterization of the mechanism of formation of the signaling state is of fundamental importance to understand biological signaling; it is also of medical relevance since erroneous receptor activation, or deactivation, is directly involved in a number of diseases, including impaired vision [56], and cancer [57]. A key step in understanding receptor activation and signaling state formation is the determination of the structure (or ensemble of structures) of the receptor signaling state, and the structural changes that cause relay of a signal from the receptor to its downstream signaling partners. We address these questions for photoactive yellow protein (PYP). Here we show that the long-timescale dynamics leading to the formation of the signaling state can be, at least in first approximation, efficiently

*This chapter is adapted from unpublished work by Ledbetter, Lambeth, and Clementi
Figure 4.1: Cartoon representation of the crystal structure of PYP.

simulated by means of a realistic coarse-grained protein model. The coarse-grained
study provides a solid starting point for the prediction for the PYP signaling state,
as a large ensemble of partially unfolded structures that is found to be in agreement
with experimental data.

PYP is a small (125 residues) water soluble protein believed to be responsible
for light-mediated negative phototaxis of purple photosynthetic eubacteria [58]. The
overall structure of PYP comprises an N-terminal domain containing two $\alpha$ helices
(residues 1-25), followed by a typical PAS domain fold (residues 26-125) containing a
central six-stranded $\beta$-sheet flanked by $\alpha$ helices [59]. Critical to its photoactive capa-
bility, the protein contains a deprotonated chromophore, $p$-coumaric acid (pCA) [60],
which is covalently linked to CYS69. Upon exposure to blue light, pCA isomerizes from \textit{trans} to \textit{cis} form\cite{61, 62}, triggering the PYP photocycle.

During its photocycle in solution, PYP undergoes a global structural change\cite{63, 64} that results in the formation of the partially unfolded putative signaling state (pB)\cite{65, 66}. The accurate characterization of the pB state still poses fundamental challenges as the large conformational changes associated to the pB formation occur on the millisecond timescale. A family of NMR structures reflecting the pB state of a truncated variant of PYP ($\Delta$25-PYP)\cite{67} has been reported. However, the complications due to the partially unfolded nature of the pB state has complicated the determination of its structure for the full PYP protein in crystal\cite{66, 65, 67}, and NMR spectroscopy has been hindered by loss and overlap of signals, and by the reduced number of structural constraints\cite{68}.

Experiments have demonstrated a direct connection between the folding pathway of PYP and its signaling state\cite{69, 66, 65}. In denaturant dilution rapid mixing experiments native PYP containing the \textit{trans} chromophore (pG state) folds in a two-state manner whereas the protein with the chromophore in \textit{cis} configuration populates an on-pathway intermediate during folding\cite{65}. This on-pathway intermediate was found to be kinetically indistinguishable from the putative signaling state structure\cite{65}. Taken together, the experimental findings suggest that the interactions present between pCA and the native protein play a key role in PYP folding. Isomerization of the chromophore disrupts the native interactions during the photo-
cycle [70, 71, 72, 73], thus triggering the global structural changes during the signaling state formation.

4.3 Computational studies of PYP photocycle

In principle, molecular simulation methods such as molecular dynamics (MD) could elucidate the structural changes that take place during the PYP photocycle/folding. Many preceding molecular dynamics and QM/MM studies have developed significant insight into the structure changes in PYP up to the nanosecond timescale after photoactivation [74, 75, 76, 77, 78, 79]. However, simulation beyond the millisecond timescale, where convergence to the signaling state is known to occur, is problematic due to the number of degrees of freedom, and the large number of intermediate traps inherent in protein landscapes.

One direction for bypassing the long timescale limitation in PYP, replica exchange simulations [80] and transition path sampling [81] have recently been used to gain insight on the pB structure. A complementary alternative, presented here, is to use a coarse-grained protein model.

Coarse grained models like the familiar Gō-model, and the DMC model used here, combat the timescale difficulty on both fronts. In both models, the number of degrees of freedom in the model are reduced by an order of magnitude by grouping the atoms of each amino acid into a single coarse grained atom. The long range interactions between the amino acids are approximated by a computationally cheaper energetic
potential as a long range interaction between the coarse grained atoms. Then, in
the Gō-model, by the assumption of the minimum frustration principle, we assume
that any residue contacts not found in the native geometry have negligible stability,
and hence attractive interactions between non-native pairs can be neglected without
compromising the integrity of the long timescale dynamics.

Gō-like coarse-grained models have been widely used in studies of protein fold-
ing [82, 83, 84]. However, a drawback of the Gō-model is that, by design, only a
single, non-flexible stable state can be represented. Unfortunately, when a protein’s
function requires reliable and repeatable transformation among one or more distinct
geometries, one must go beyond the unfrustrated/single-basin Gō-model. This re-
quirement is evident in the nature of light transducing signal proteins: evolutionary
fit operation of such proteins logically require two stable geometries. First, the signal
cascade *should not* be catalyzed in the absence of the photo stimulus, and second,
that the protein reliably catalyzes the signal cascade after photo-activation. Such a
mechanism necessitates two distinct geometries.

The limitation of a single stable geometry in the Gō-model can be overcome if
*a priori* information about the alternative/functional geometries is known. For ex-
ample, if the alternative geometry is known, the two geometries can be incorporated
into a multi-basin Gō-model. In the case of PYP this option is not available since
the geometry of the signaling state is not experimentally known. Instead, we use the
experimentally known behavior, in conjunction with energetic frustration, to predict
the alternative geometry produced by photo-activation. By itself, knowledge of the switching behavior in the chromophore is not sufficient to develop a prediction of the signaling state in the Gō-model since the non-native contacts in the active form of the protein can not be stabilized. We demonstrate this deficiency of the Gō-model by studying the free energy landscape of the coarse grained model after photo-activation.

In order to predict the signaling state of PYP, we use the coarse grained DMC model to combine the knowledge of the chromophore induced switch in PYP, with the information about energetic frustration implicitly contained in the amino acid sequence. This is accomplished by developing a DMC model for chemically inactive dark state, and photo-activating the model by perturbing the amino acid interactions involving the chromophore.

While a two-state folding mechanism is observed for the coarse-grained model of PYP, consistent with experiments, the folding mechanism of the photoactivated form is found to be three state, in agreement with the experimental data. On the contrary, results obtained with a Gō-like coarse-grained model do not present any evidence of any alternative stabilized geometries when the model is perturbed by photoactivation (see Figure 4.2).

The folding intermediate ensemble detected on the folding landscape of the DMC model of photoactivated PYP reproduces all comparable experimental observations. In particular, we consider comparisons of the kinetic and structural characteristics of the predicted pB state to experimental results. The agreement enables us to predict
the main features of the signaling state of PYP, and demonstrates that the disruption of the native pCA-protein interactions greatly alters the folding free energy landscape of PYP. The ensemble of coarse-grained structures obtained with the DMC model provides us the starting point for a more detailed all-atom characterization of the PYP photoactive state.

4.4 Model and Methods

4.4.1 Coarse-grained protein model

PYP is modeled using the DMC off-lattice minimalist representation in which each amino acid is described by a single bead on a polymer chain located at its $C_\alpha$ position. The potential energy of a protein configuration comprises a local and a non-local term, $V = V_{\text{local}} + V_{\text{non-local}}$, where $V_{\text{local}}$ includes bond, angle and torsional energy terms and is designed to have its absolute minimum in the native state, as in previous work [83, 84]. However, the details of $V_{\text{local}}$ are not crucial for the results obtained in this study; a statistical potential could be used in its place.

The non-local potential energy function for a protein of $N$ residues describes the non-covalent interactions between all residues separated by at least three residues along the chain, and is defined as:

$$V_{\text{non-local}} = \sum_{i,j=1}^{N} \epsilon(c_i, c_j) \left[ 5 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - 6 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{10} \right].$$

(4.1)

Each residue is associated with a specific amino-acid type or “color” $c_i$, that
differentiates its physical and chemical properties. The parameter $\epsilon(c_i, c_j)$ determines the strength of an effective non-bonded interaction between a residue pair $(i, j)$, and is set to be positive. The parameter $\delta(c_i, c_j)$ determines if the non-bonded interaction between a residue pair $(i, j)$ is attractive ($\delta(c_i, c_j) = 1$) or repulsive ($\delta(c_i, c_j) = 0$).

The equilibrium distances $\sigma_{ij}$ for non-local interactions carry information on the geometric complementarity of the interacting residues (which would be lost if a constant value of $\sigma_{ij}$ were used). The parameters $\sigma_{ij}$ for native PYP are defined in the following way: For each residue pair $(i, j)$, if at least one heavy atom of residue $i$ is closer than 4.5 Å to a heavy atom of residue $j$ in the protein crystal structure (pdb code 2PHY for native PYP), the interaction is considered to be native and $\sigma_{ij}$ is set equal to the distance between the $C_\alpha$ atoms of residues $i$ and $j$ in the native state. For all other non-local interactions, $\sigma_{ij}$ is randomly extracted from a distribution $P(\sigma; c_i, c_j, |i − j|)$, as explained in detail in ref [85]. We consider three different distributions for each pair of residues $(c_i, c_j)$, according to the relative distance between residues $i$ and $j$ along the sequence: The cases $|i − j| = 4$, $|i − j| = 5$ and $|i − j| > 5$ are considered separately. The distribution $P(\sigma; c_i, c_j, |i − j|)$ is obtained by performing a statistical analysis on the $C_\alpha − C_\alpha$ distances over all native contacts formed by pairs of residues of types $c_i$ and $c_j$, with the desired distance $|i − j|$ along the protein sequence, from a large ($> 4000$) database of non-redundant protein structures.
4.4.2 Definition of an optimal set of parameters to model native PYP

The effective energy parameters, $\epsilon$ and $\delta$ (see Equation 4.1), for a given amino-acid sequence are designed in such a way that the protein is able to fold to its native state. The parameters $\epsilon(c_i, c_j)$ and $\delta(c_i, c_j)$ for native PYP are generated through an iterative procedure, described in detail in ref [85]. The optimal set of parameters $\{\epsilon_{opt}, \delta_{opt}\}$ is defined by the maximum energy gap criterion [85, 86, 87] on a large set of decoys (i.e. low energy, compact, non-native structures) such that

$$\Delta E(\{\epsilon_{opt}\}, \{\delta_{opt}\}) = \max_{\{\epsilon\},\{\delta\}} \left[ \min_{i \in \{1, \ldots, N_{\text{decoys}}\}} E_{\Gamma_i} - E_{\Gamma_{\text{nat}}} \right],$$

where $E_{\Gamma_{\text{nat}}}$ refers to the energy of the crystal structure $\Gamma_{\text{nat}}$ of native PYP and $E_{\Gamma_i}$ is the energy corresponding to the decoy structure $\Gamma_i$. Any low energy configuration with RMSD $> 2.5$ Å from the crystal structure is considered a decoy structure. An initial set of 1000 decoys is used and a total of 110 iterations is performed. Multiple short “heat-and-quench” unfolding/refolding simulations are carried out to check if the obtained set of parameters is able to refold the protein to the correct native state (within RMSD $< 2.5$ Å from the crystal structure of native PYP). A total of $\sim 4000$ decoys are used to obtain one set of parameters that is able to consistently fold native PYP back to its native state starting from an unfolded configuration generated at high temperature. This foldable set of parameters is modified to model photoactivated PYP, as discussed in the next section.
4.4.3 Coarse-grained model of photoactivated PYP with disrupted chromophore-protein interactions

The DMC coarse-grained model used in this study cannot explicitly describe the important structural details of the chromophore and its binding pocket (for example, the strain in the chromophore and electrostatic effects related to the proton transfer between pCA and the active site residue GLU46 [88, 89]) to model the folding mechanism of PYP with cis chromophore. However, recent experimental [71, 90, 91, 72, 73] and theoretical [92, 77] studies indicate that the main effect of both the pCA isomerization and proton transfer is to disrupt the chromophore-protein interactions present in the native PYP. This observation allows us to design a “photoactivated” form of PYP (which can be thought of as a coarse-grained equivalent of PYP containing cis chromophore) by effectively removing the native interactions between pCA and the protein in the coarse-grained model. The disruption of native interactions introduces destabilization to the native state of PYP. This effect is obtained by performing the following modifications on the parameters associated with non-bonded interactions between CYS69 and any other residue: (i) We set $\delta(c_{69}, c_j) = 0$ for every residue $j \in (1, \cdots, N)$ in order to maintain only the repulsive core for all the interactions with CYS69 in photoactivated PYP; (ii) We keep the value of the parameter $\epsilon(c_{69}, c_j)$ for photoactivated PYP the same as for native PYP, for every residue $j \in (1, \cdots, N)$. All the interactions that are present between the chromophore and any other residue in native PYP are considered non-native for photoactivated PYP and the equilibrium
distances $\sigma_{ij}$ for such interactions are randomly extracted from the corresponding distribution $P(\sigma; c_i, c_j, |i - j|)$. The main approximation in this model of photoactivated PYP is that all interactions of residue 69 are considered purely repulsive. The fact that the free energy of the $pB_{calc}$ state is found $\sim 1 RT_f$ higher than the $pG_{calc}$ state can be interpreted as a consequence of this approximation.

4.4.4 Folding thermodynamics and kinetics

The set of parameters defined in the previous sections are used to characterize the folding of native and photoactivated PYP. We perform several long folding/unfolding MD simulations with around the folding temperature $T_f$ for native and photoactivated protein using the GROMACS 4.5 package [47]. Simulations at different temperatures are combined using the WHAM algorithm [93, 94] to obtain the folding free energy surfaces projected onto a number of different reaction coordinates. The folding temperature $T_f$ is estimated as the temperature corresponding to the peak of the specific heat profile as a function of temperature.

4.4.5 Determination of reaction coordinates

The LSDMap procedure [95, 96] uses Principal Component Analysis on varying sizes of local neighbors to determine the local scale of each cluster. These local scales are then used to determine a Diffusion Map for the trajectory, which produces approximate eigenvalues and eigenvectors for the Fokker-Planck diffusion equation. The coordinates of each configuration in this eigenvector remapping allow for calculating
thermodynamic properties, specifically free energy, in terms of ensemble probability. The relative eigenvalues correlate with the time scale of the motion captured by the respective eigenvector.

A free energy associated with different stages of the folding reaction are obtained by taking the final configuration of multiple simulations of folding trajectories longer than the folding time for the models. Figure 4.2 shows the folding free energy surfaces as obtained from simulations for both the native and photoactivated protein as a function of reaction coordinates obtained with the locally scaled diffusion map (LSDMap) approach [96, 95]. The LSDMap method provides reaction coordinates which are ideal for separating diffusion in the free energy landscape according to the timescale of the motion (for instance, separating motion towards the signaling state from the longer timescale folding behavior). For comparison, the results obtained for both the DMC and a Gō-model are presented in Figure 4.2.

The free energy surfaces (Figure 4.2(a) and (c)) indicate that both in the DMC and Go-like models a single preponderant free energy barrier separates the folded and unfolded states of native PYP, in agreement with the two-state folding behavior observed experimentally for this protein [65].

Photoactivation of the DMC model of PYP dramatically affects its folding landscape, creating an on-pathway folding intermediate ensemble (as shown in Figure 4.2(b)). The prediction of this ensemble is in agreement with experimental data; Hoff et. al., have observed an intermediate state during the folding of PYP containing cis-
Figure 4.2: Free energy surfaces for the native PYP (left) and the photoactivated PYP (right) at the corresponding folding temperatures as a function of the first and second diffusion coordinates. Top: Results from DMC coarse-grain model. Bottom: Results from Go-like coarse-grain model. Each contour on the free energy surface represents 1 RT free energy difference.

pCA [65]. This observation suggests that the photoactivation of the PYP protein in coarse-grained DMC model mimics the changes on the folding behavior detected in experiments as a result of chromophore isomerization.

Although a coarse-grained protein model based on Gō-like potential can correctly reproduce the two-state folding behavior of native PYP, the photoactivation-induced switch in the folding landscape of PYP can not be captured using a Gō-like potential (see Figure 4.2(d)). This observation underscores the role of sequence details and energetic frustration in shaping the free energy landscape governing the folding and
photocycle of PYP.

Denaturant dilution rapid mixing experiments indicate that the on-pathway folding intermediate of PYP containing \( \text{cis}\)-pCA is indistinguishable from the signaling state of PYP [65]. As the modeled photoactivation of the DMC model of PYP describes the perturbation in folding landscape upon pCA isomerization in agreement with experimental data, the simulated folding intermediate ensemble of photoactivated PYP serves as an excellent candidate for representing the experimentally detected pB signaling state. A detailed analysis of these results is presented in the next section, where the pB ensemble detected in the coarse-grained simulation is compared with the results from experimental studies. Supported by the agreement with the available experimental data, the pB ensemble obtained with the DMC model can then be used as a starting point for a finer characterization of the pB state, to the level that can be experimentally tested.

We refer to the coarse-grained folding intermediate ensemble as \( \text{pB}_{\text{calc}} \). The corresponding folded ensemble obtained for the native protein is referred as \( \text{pG}_{\text{calc}} \) throughout the rest of this chapter.

4.5 Validation of \( \text{pB}_{\text{calc}} \) as the signaling state of PYP and new insights on the signaling state structure

A number of spectroscopic experiments provides valuable information on various aspects of the PYP signaling state [65, 63, 64, 97, 98, 99, 100, 101, 102]. However, a
complete and accurate determination of the molecular structure of pB still remains an open challenge for existing experimental techniques. The pB_{calc} ensemble obtained in our simulation provides us with an excellent candidate for the structural characterization of pB, and we have used the available experimental data on pB state to validate the pB_{calc} structure as a model for the signaling state of PYP. As described below, the quantitative comparison of the structure of pB_{calc} and the pB state detected in spectroscopic experiments shows that the folding intermediate state detected in our simulations is in good agreement with all available experimental results.

Spectroscopic measurements indicate that the putative signaling state of PYP has reduced tertiary structure but largely intact secondary structure [66]. In order to determine the amount of secondary and tertiary structure in pB_{calc} we have examined the probabilities of short-range and long-range native contact formation in the corresponding ensemble of structures. We define short-range and long-range interactions as follows: any native contact between residues \( i \) and \( j \) is considered a short-range interaction if \( |i - j| \leq 20 \), otherwise, it is considered long-range. We find only \( \sim 40\% \) of the long-range native interactions present in pB_{calc} whereas \( \sim 70\% \) of short-range native interactions remain formed. This observation indicates a significant disruption of tertiary structure in pB_{calc} while most of the secondary structure is intact, in agreement with experiment [66]. The reduction to \( \sim 40\% \) of the total number of non-local interactions observed pB_{calc} compares well to the decrease to \( \sim 45\% \) in the number of mid- and long-range interactions for the pB state that has been mea-
sured in NMR spectroscopy for Δ25-PYP, a truncated form of PYP lacking the 25 N-terminal residues [67].

The regions with lower probability of native contact formation in pB_{calc} roughly fall into two clusters, namely in the N-terminal region and the region around the chromophore. These two regions of the protein correspond to the two experimentally observed hydrophobic patches that become more accessible to fluorescent dyes upon formation of the putative signaling state [103, 66, 98].

The available experimental data enable us to perform a residue-level analysis on the structural displacement and flexibility of PYP upon formation of the signaling state. A number of experiments such as H/D exchange rate measurements and $^{15}$N HSQC spectrum have provided insight on the structure of the pB state of the wild type PYP [98, 99, 104]. In addition, recent H/D exchange and NMR experiments on Δ25-PYP have presented a more detailed structural and dynamical description of the signaling state of this PYP variant [67].

In summary, all of these experiments suggest that a number of residues become structurally disordered upon formation of the pB state. In addition to the N-terminal domain, regions involving residues 42-58, 63-78 and 96-103 show enhanced flexibility in the signaling state of PYP. Because of the partially unfolded dynamic nature of the pB state, the NMR spectral features do not allow a detailed structure determination of pB, as the NMR data represent a dynamic average over a large conformational ensemble [105]. However, the sparse NOE information complemented with the change
Figure 4.3: Average displacement (in Å) per residue in the Δ25 pB\textsubscript{calc} state (blue dots) and in the full PYP pB\textsubscript{calc} state (red dots) as obtained from our study. Black dots indicate the per residue deviation from the native structure averaged over the 20 NMR-based pB structures of PYP lacking the first 25 residues. The high correlation (r≈0.8) between the average deviation per residue observed in the NMR pB structures and in pB\textsubscript{calc} ensemble (both of the full PYP and Δ25-PYP) indicates that the DMC coarse-grained model is able to correctly reproduce the main conformational changes in PYP upon signaling state formation.

In HSQC spectra provides a model for the signaling state structure of the pB state of Δ25-PYP. In the NMR-based pB ensemble, secondary structure formation is reported for β1, β2, α3, α5, β4, β5, and β6 [67, 105]. Most of these secondary structures are found to be shorter in the signaling state in comparison to the ground state of PYP [67, 105].

In order to quantify the structural disorder and the conformational flexibility in
pB$_{\text{calc}}$, and to quantitatively compare it with the experimentally proposed pB state, we have computed the average displacement per residue in the pB$_{\text{calc}}$ ensemble. The comparison is presented in Figure 4.3. To make sure that the results obtained on the full PYP protein are comparable with the results for Δ25-PYP, we have repeated the simulation and analysis for a DMC model of the Δ25-PYP, obtained by deleting the first 25 residues in the DMC model of the full PYP (and maintaining the same energy function for the remaining residues). Results obtained for the DMC model of both PYP and Δ25-PYP are compared to the NMR results for Δ25-PYP in Figure 4.3. The red dots in Figure 4.3 mark the deviation per residue in the pB$_{\text{calc}}$ ensemble from the native structure, as obtained for the full PYP protein, while the blue dots correspond to the pB$_{\text{calc}}$ ensemble of Δ25-PYP.

In both the full and Δ25 version of PYP, a significant part of the protein undergoes structural modification in the pB$_{\text{calc}}$ ensemble, with regions of profound structural alteration corresponding to residues 1-26, 45-52, 56-60, 64-78, 94-106 and 124-125. The flexibility of the protein in the pB$_{\text{calc}}$ ensemble can be evaluated by computing the rmsd for residue from a representative pB$_{\text{calc}}$ structure, over all the conformations belonging to pB$_{\text{calc}}$. Figure 4.3 shows that the flexibility plot (purple dots) closely reproduces the behavior of the displacement plot (blue dots), clearly indicating that structural differences between the pB$_{\text{calc}}$ ensemble and the native structure is mainly associated to the partial unfolding of limited regions of pB$_{\text{calc}}$. Interestingly, a similar result was obtained in a previous study on the effect of mutations on S6 protein: The
interplay between partial unfolding and increased flexibility was found the main factor in determining key structural changes in the S6 native ensemble upon a particular set of mutations. While for PYP the partial unfolding of certain regions may be exploited for functional reasons, in the case of S6 these structural changes are likely responsible for the increased aggregation propensity of the mutant [106, 107].

The regions of pB_{calc} (both for the full and Δ25 PYP) that show higher structural displacement (and enhanced flexibility) match very well with the regions that are found in experiments to be poorly structured upon formation of the PYP signaling state [98, 99, 104, 67, 105]. In particular, the per residue deviation observed in pB_{calc} compares well with the per residue deviation measured over the 20 available NMR structures of the pB state of Δ25-PYP (black dots in Figure 4.3). The average displacement per residue in the NMR-based pB ensemble is \( \sim 4.8 \text{ Å} \) compared to \( \sim 5.3 \text{ Å} \) in pB_{calc}.

The calculated per residue displacement in pB_{calc} is strongly correlated (Pearson Correlation coefficient \( r \sim 0.8 \), both for full and Δ25 PYP) to the corresponding displacement obtained for the NMR ensemble of Δ25-PYP (black dots), and the displacement curves present the same features. The agreement is particularly remarkable given the approximations used in the model, and the fact that the NMR ensemble of Δ25-PYP is composed by only 20 structures, as opposed to \( \sim 1000 \) structures of pB_{calc}. The helical regions in pB_{calc} experience a large structural perturbation and enhanced flexibility compared to the β-strand regions, in agreement with the exper-
imental findings [99, 98, 67] and consistent with the results obtained from previous computational studies [92].

As discussed in the Model and Methods section, our model underestimates the contribution of interactions involving the cis-chromophore in the pB state and, as a result, \( pB_{\text{calc}} \) is found \( \sim 1 \, \text{RT}_f \) higher in free energy than \( pG_{\text{calc}} \). These interactions may strengthen the non-native contacts involving the chromopore and the chromophore-containing loop in the pB state and tip the free energy balance in favor of the pB state.

Taken together the results presented in this study show that a realistic coarse-grained protein model can successfully provide a solid starting point for the characterization of the detailed molecular structure of the signaling state of PYP, a result that remains challenging for NMR experiments and standard MD all-atom simulations alone. For this reason, we refine the results presented here at atomic level of detail and we find that, indeed, a more accurate energy function further stabilizes the folding intermediate ensemble with respect to the native state.

4.6 From coarse grain to all-atom

Because of the large range of timescales involved, standard MD simulations are restricted to the characterization of the initial events in the photocycle. Previous computational studies of PYP have used mixed quantum mechanics/molecular mechanics (QM/MM) simulations [108, 76, 109] to characterize the fast processes of the PYP
photon cycle. In order to accelerate the sampling of metastable states, replica exchange and transition path sampling have been used to obtain a qualitative description of the pB state [80], the mechanism leading from pB’ to pB state [81], and the recovery of the pG state [110].

In parallel to the development of advanced sampling methods, multiscale techniques are emerging as promising tools to combine the efficiency of coarser simulations with the detail of all-atom simulations for the characterization of a broad range of macromolecular systems over long timescales. During last decade several methods have been proposed to combine different resolutions in different regions of the conformational space during a single simulation [111, 112, 113], or to change the resolution over the whole system during the course of a simulation [114, 115, 116]. Alternatively, multi-stages approaches have been proposed, in which simulations at a coarser resolution enable calculations at finer resolution. One of the first examples of multi-stage simulations for protein systems used a reweighting scheme to estimate all-atom free energy from the conformational sampling obtained by means of a simplified representation of a 12-residue helix [117]. In a more recent study, marginally compact structures generated by means of Monte Carlo simulations of a coarse grained model were taken as viable initial configurations for extensive all-atom MD of the folding of the villin headpiece protein [118].

The idea of using a coarser resolution for a fast approximate exploration of a complex configurational landscape, that can then be used as a starting point for
Figure 4.4: Flowchart for Prediction of pB_{calc} signaling state

studies at a finer resolution, has also been applied in different contexts. For instance, a recent example is the exploration of the conformational space of peptides with classical MD, that has been used as a starting point for structure prediction with density functional theory [119, 120]. Another example is the use of coarse-grained MD simulations backmapped to all-atom resolution to investigate the structure of polymeric melts [121, 122].
Recently a fast and reliable reconstruction procedure has been proposed that allows to systematically reintroduce the atomic degrees of freedom associated with a $C_\alpha$-only coarse-grained protein configuration [123]. In brief, the backbone atoms are first introduced by using the results from a statistical analysis (on a large non-redundant set of protein structures) of the relative position of the backbone atoms associated with different configurations of four consecutive $C_\alpha$ atoms. The side chain atoms are then reintroduced by discretizing the possible side chain orientations of each residue in a set of backbone-dependent rotamer states [124], and selecting the rotamers associated with low energy configuration. (see [123] for detail). Here we use this all-atom reconstruction procedure as part of a more general scheme to obtain a prediction of the pB state of PYP. The scheme is illustrated in Figure 4.4. Instead of reconstructing to all-atom resolution the whole conformational landscape visited during the coarse-grained simulations (as was done in previous work [123]), here we focus our attention to the accurate comparison between the pG and pB states. We assume that the crystal structure of PYP in its native form provides a good representation of the pG state. For a refined characterization of the pB state, we start by selecting the 25 “most probable” configurations from the corresponding coarse-grained ensembles, and reconstruct each of them to all-atom resolution.

In order to explore the conformational space around the reconstructed structures, we use these structures as starting points for all-atom MD simulations. From each structure, 100 independent trajectories are started and evolved for 30ns by using the
AMBER99 force-field in implicit water. This diffusion dynamics, albeit short, provide information on the landscape around the selected structures [125]. The final structures of each trajectory in the diffusive dynamics are then solvated in explicit water and minimized in the presence of counterions. These solvated, minimized structures constitute our prediction of the pB state of PYP. Figure 4.5 shows the lowest energy structure from this ensemble.

The solvation procedure is particularly important because of the stabilizing effect it provides for the intermediate structures. Water mediated interactions are not captured in the coarse grained model, and relative energies based on implicit solvation also fail to capture the multi-body effects of solvation. Recent studies of src-homology 3 (SH3), the canonical two-state folding protein, have shown multiple parallel pathways for folding [126, 127, 128]. This observation has been shown to be difficult to capture with a vacuum coarse grained model [129, 85] but is unavoidable when coarse grained solvent is included in the system. Therefore, it is important that explicit solvent is used for comparing the energies of the pB and pG structures of PYP.

The main underlying assumption of this approach is that the coarse-grained model used for the initial exploration must be realistic enough that the protein structures being sampled implicitly represent relevant conformations of the protein. This assumption can not be rigorously proved a priori, and we can not completely rule out the possibility that the ensemble of the most probable structures obtained in the coarse grained model completely misses the regions that would be relevant for an
all-atom model; however, as discussed in the companion paper, the good agreement of the average properties of the coarse-grained pB ensemble with all available experimental data supports the idea that this pB ensemble has a significant overlap with the region of the conformational space corresponding to the “true” pB state. Ultimately, only the experimental testing of the predicted pB state can assess the validity of this approach.
4.7 Predicted signaling state ensemble at all-atom resolution

To our knowledge, there is only one previous computational prediction of the signaling state of PYP, that was obtained with replica exchange MD. The representative structure of our pB ensemble shown in Figure 4.5 is very similar to the representative structure of PYP presented in Fig.8 of [80]. In particular, the chromophore is completely exposed to the solvent, and the N-terminus of the protein appears mostly unstructured, as well as the chromophore pocket, while the $\beta$-sheet remains well structured. Interestingly, both in our predicted pB state and in [80] the $\beta$-sheet appears more “flat” than in the pG state, where it is curled, as to cover the chromophore pocket. The persistence of the $\beta$-sheet in the pB state, with the rest of the protein fluctuating (to different degrees in different regions) around it is consistent with the experimental observation that PYP in its pB state can readily form amyloid structures, while the formation of such structures is not observed in the pG state.

4.8 Conclusions

In summary, the coarse-grained protein simulation study successfully detects the signaling state on the folding landscape of PYP, a partially unstructured structural ensemble, that is not accessible to either all-atom simulations or existing experimental techniques alone. The results presented in this work provide strong evidence in support of the hypothesis (formulated on the base of experimental evidence) that the free energy landscapes for folding and function are directly linked in PYP. The
interplay between folding/flexibility and function is likely to apply to a broader range
of proteins, where structurally disordered local minima populated during the folding
can act as functionally active states for a protein [130, 131, 132, 133, 134, 135]. The
results presented here underline the importance of realistic coarse-grained protein
models in addition to experiments and fully detailed simulation studies to achieve a
deeper understanding of the the factors determining biological functions on a protein
landscape. Such coarse-grained protein models can provide a solid starting point to
build a multi-scale theoretical/simulation framework [136, 137, 138, 139, 140] that
can be complemented with refined simulations or experimental techniques for a more
quantitative understanding of a protein folding-function relationship. The applica-
tion of such multiscale techniques could be used as a practical diagnostic tool to
study biophysical processes such as misfolding or “protein quakes” where a multi-
scale description of a protein system is needed to bridge the gap in time-scale and
length-scales between atomic scale simulations and wet lab experiments.
Chapter 5

Coarse Grained Protein in Coarse Grained Solvent

5.1 Introduction

The bottleneck in studying protein dynamics lies in simulating the slower degrees of freedom while simultaneously minimizing the loss of the cumulative effect of minute, faster degrees of freedom. This is a pervasive problem across multiple computational areas in material science and biophysics, for which several different strategies have been proposed in the last few decades. Methods like transition path sampling [80] and temperature accelerated molecular dynamics [141, 142] allow to improve the sampling of metastable states. Another popular approach to this issue has been to develop coarse grain (CG) models [143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156, 157, 17, 158, 19] to reduce the necessary computational time for adequate sampling. Several methods have been proposed to combine different resolutions in different regions of the conformational space during a single simulation [111, 112, 113], or to change the resolution over the whole system during the course of a simulation [114, 115, 116]. Alternatively, multi-stage approaches have been proposed, in which simulations at a coarser resolution enable calculations at finer resolution [117, 118, 119, 120, 121, 122].
One area of recent research has been the extension of coarse graining to the solvent. The majority of existing coarse grain protein models do not explicitly resolve the solvent, which does not allow for investigation of water mediated interactions. To the best of our knowledge, no existing single-site water model has been used to study long time-scale protein dynamics involving large structural rearrangements such as a folding process. There are only a few instances of CG water models for biomolecular simulations [159, 113, 160, 150, 155, 17, 161, 162, 19], none of them directly applicable to the study of water mediated processes due to the resolution of the models: they all consider 3 or 4 water molecules as a single-site, which is not capable of penetrating the protein core due to it’s collective size.

By using a previously developed CG water model [28, 21], and starting from the DMC protein model [85], we have succeeded in the definition of a set of water-protein and inter-protein parameters able to consistently and smoothly fold/unfold/refold a CG model of SH3 in a “solution” of CG water. The results suggest the presence of a “water-expulsion” process after the collapse transition state, where a few water molecules need to be expelled from the protein core in order to proceed to the completely folded structure. This is in agreement with previous studies at different resolutions [129, 163], encouraging the use of explicit CG water in the study of long time-scale protein dynamics.
Figure 5.1: Cartoon representation of the crystal structure for src-SH3. The structure consists of two orthogonal beta sheets joined by an RT loop and a diverging turn.

5.2 Models and Methods

5.2.1 Coarse Graining

SH3 is modeled using the DMC off-lattice minimalist representation [85, 164], described in Chapter 4, which is based on the minimization of frustration in a $C_\alpha$-only model subject to the constraint that all residues of a particular amino-acid type exhibit the same non-local interactions. This requirement naturally introduces energetic frustration, which is minimized by requiring the energy gap between the native structure and alternative compact misfolded structures to be as large as possible. The parameters of the model are optimized to fold into a known protein structure; in this sense, the approach maintains the spirit of structure-based models [83, 129, 165, 166]. However, by modeling the protein energy as a sum of pairwise interactions between

20 amino-acid “colors”, the DMC model does not \textit{a priori} remove the contribution of non-native interactions, and naturally incorporates the energetic modulation of a protein sequence. The simplified Hamiltonian effectively reproduces the mean effects of non-local interactions between the residues over long time-scales. The inclusion of non-native interactions is important, as residual frustration can play an integral role in protein dynamics [167].

The effective energy parameters, $\epsilon$ and $\delta$ (see Equation 4.1), for a given amino-acid sequence are designed in such a way that the protein is able to fold to its native state. The parameters $\epsilon(c_i, c_j)$ and $\delta(c_i, c_j)$ for native SH3 are generated through an iterative procedure, described in detail in ref [85] and Chapter 4. The optimal set of parameters $\{\epsilon_{opt}, \delta_{opt}\}$ is defined by the maximum energy gap criterion [85, 86, 87] on a large set of decoys (i.e. low energy, compact, non-native structures) such that

$$\Delta E(\{\epsilon_{opt}\}, \{\delta_{opt}\}) = \max\{\epsilon, \delta\} \left[ \left( \min_{i \in \{1, \ldots, N_{\text{decoys}}\}} E_{\Gamma_i} \right) - E_{\Gamma_{\text{nat}}} \right]$$

where $E_{\Gamma_{\text{nat}}}$ refers to the energy of the crystal structure $\Gamma_{\text{nat}}$ of native SH3 and $E_{\Gamma_i}$ is the energy corresponding to the decoy structure $\Gamma_i$. Any low energy configuration with RMSD $> 2.5 \text{Å}$ from the crystal structure is considered a decoy structure. An initial training set of 1000 decoys is used and a total of 60 iterations is performed. Multiple short “heat-and-quench” unfolding/refolding simulations are carried out to check if the obtained set of parameters is able to refold the protein to the correct native state (within RMSD $< 2.5 \text{Å}$ from the crystal structure of native SH3).
Figure 5.2: Free energy landscape for the vacuum DMC model using the 1st and 2nd diffusion coordinates determined by LSDMap. Colors are measured in units of $RT$. The folded state populates the left basin and the unfolded state populates the right basin.

5.2.2 Incorporating Experimental Data

When an optimal set of parameters is obtained that is able to consistently fold the protein, the parameters are further optimized to match existing experimental data, as described in refs [170, 106]. An extensive sampling of the free energy landscape is analyzed with the Locally Scaled Diffusion Map (LSDMap) procedure [95, 96], described in detail in Chapter 4.
The native (\(N\)), unfolded (\(U\)), and transition (\(T\)) ensembles are defined as the basins and barrier, respectively, of the free energy landscape in terms of the first and second diffusion coordinates (DC) of LSDMap. For each ensemble, the effect of mutating a single residue is estimated using Free Energy Perturbation Theory assuming that a mutation results in a minimal disturbance of the landscape. To ease the description of the mutations, the Hamiltonian \(H\) (see Equation 4.1), is split into repulsive and attractive parts, \(Rep\) and \(Att\), respectively:

\[
Rep = 5 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} \quad (5.1)
\]

\[
Att = -6 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{10} \quad (5.2)
\]

Figure 5.3: Comparison of experimentally measured [168, 169] free energy differences of mutation with the computationally measured values from the vacuum DMC model after only 3 iterations.
The interaction parameters are perturbed by a conservative mutation in which the size of the new bead is less than or equal to the size of the mutated bead. A mutation involves a recalculation of the Hamiltonian with different interaction parameters for the chosen bead, resulting in Rep' and Att'. The perturbation to the Hamiltonian is then:

\[ \delta H = \epsilon(c_i, c_j) [(\text{Rep}' - \text{Rep}) + \delta(c_i, c_j)(\text{Att}' - \text{Att})] \] (5.4)

The \( \Delta G \) of the mutation is calculated from the ensemble average of the Hamiltonian perturbation above as:

\[ \Delta G = -RT \ln \left\langle e^{\frac{\delta H}{RT}} \right\rangle \] (5.5)

and \( \Delta \Delta G^0 \) and \( \Delta \Delta G^\dagger \) are calculated as the difference between the unfolded ensemble average with the native and transition ensemble averages, respectively:

\[ \Delta \Delta G^0 = \Delta G^N - \Delta G^U \] (5.6)

\[ \Delta \Delta G^\dagger = \Delta G^T - \Delta G^U \] (5.7)

Based on this perturbation, corrections are made to the interaction parameters to match the experimentally measured values for \( \Delta \Delta G^0 \) and \( \Delta \Delta G^\dagger \) [168, 169]:

\[ H = \epsilon(c_i, c_j) [\text{Rep} + \delta(c_i, c_j)\text{Att}] \] (5.3)
\[
\frac{\delta H}{\delta \epsilon} = [(\text{Rep}' - \text{Rep}) + \delta(c_i, c_j)(\text{Att}' - \text{Att})]
\]

\[
\frac{\delta \Delta G}{\delta \epsilon} = \left\langle \frac{[(\text{Rep}' - \text{Rep}) + \delta(c_i, c_j)(\text{Att}' - \text{Att})] e^{-\beta H}}{e^{-\beta H}} \right\rangle
\]

\[
\Delta \Delta G_{\text{exp}} - \Delta \Delta G_{\text{sim}} = \frac{\delta \Delta \Delta G}{\delta \epsilon} \Delta \epsilon
\]

After a few iterations the correlation of the experimentally and computationally measured free energy differences is improved considerably (see Figure 5.3). The resulting parameters are then used as an initial guess to define a solvated CG protein model.

5.2.3 Extending the Coarse Graining to the Solvent

A representative native structure is generated by energy minimization of the all-atom pdb structure in SPC/E water at 300K. Only the \(C_\alpha\) sites of the all-atom protein and the Oxygen sites of the three-site SPC/E model are retained, resulting in roughly 9000 solvent molecules as a 21\textsuperscript{st} color type surrounding the coarse grain protein. This coarse grained representation of the all-atom energy minimized system is used as the new native target for the interaction parameter optimization. Because the interaction of the solvent with itself is fixed (the solvent model is the same as the one designed for the adaptive resolution study of hydrophobic solutes [38], described in Chapter 3), additional parameters to describe the interactions of the protein with the solvent are all that is necessary for the new optimization.
Solvated decoys are added to the training set developed for the vacuum system, and the optimization is performed on both the protein-protein and protein-solvent interactions simultaneously. After 50 iterations, more than 200,000 decoys were collected to maximize the energy gap. The resulting parameter sets were then used to explore the landscape at a folding temperature of 335K. For each parameter set a total of 50 different simulations of 200 ns (enough for more than one folding/unfolding transition in each simulation) were combined and analyzed with LSDMap to generate diffusion coordinates.

The first and second diffusion coordinates from the LSDMap analysis were again used to define folded, unfolded, and transition ensembles. The interaction parameters are corrected in the same fashion as the vacuum model, and after 3 iterations the fit is acceptable (see Figure 5.5).

### 5.3 Results and Conclusion

The vacuum model of SH3 has been studied before [85, 95], and the vacuum results from the present study do not deviate from these previous results (see Figure 5.2). The unfolded state is extremely flexible with no clear structure retained.

The solvated model differs from the vacuum model in several key areas (see Figure 5.4). The unfolded state is more collapsed than in the vacuum model, allowing for local structure to be temporarily formed. The folded state (A) does not exhibit water in the core, as expected. During the unfolding process, the RT loop opens a
Figure 5.4: Free energy landscape for the solvated DMC model using the 1\textsuperscript{st} and 2\textsuperscript{nd} diffusion coordinates determined by LSDMap. Colors are measured in units of $RT$. The folding/unfolding pathway is labelled with representative structures: A) the folded configuration, no water in core; B) the RT loop opening to fill with 5-10 water molecules; C) the beta sheets separating, orthogonality being distorted; D) the beta sheets mediated by 10-20 water molecules; E) the beta sheets randomly organized, structure forms and breaks rapidly.
Figure 5.5: Comparison of experimentally measured [168, 169] free energy differences of mutation with the computationally measured values from the solvated DMC model after only 3 iterations.

pocket (B) which allows water to begin to fill. As the two beta sheets are separated (C), a transition is achieved only when the two can be sufficiently separated to allow complete disruption of their orthogonal orientation (D). The unfolded state consists of collapsed random arrangements of these two beta sheet loops (E).

The folding process follows a similar mechanism as the unfolding process. Simulations started from fully elongated states (not shown) immediately collapse to a water mediated collapsed structure (E) and local search is made for the beta sheet connection. Once the sheets have arranged themselves orthogonally (B-C), water is quickly expelled and the protein finally collapses to the most compact native structure (A). Comparing the free energy landscapes of the vacuum and solvated models
(Figures 5.2 and 5.4), it is clear that only one narrow pathway is dominant for the vacuum model, while the solvated model exhibits at least two folding intermediates along a broad pathway. Multiple folding intermediates have also been reported for SH3 domains in earlier work with all-atom and structure-based models [171, 172, 173] as well as experimental studies with relaxation dispersion NMR [127, 174], amyloid studies [126], and high denaturant unfolding [128, 175].

Because the vacuum model is free to move without hindrance from the environment, the transition state in the vacuum model only approximately resembles the collapsed unfolded structures of the solvated model. The critical step of the folding/unfolding process is the expulsion of water, which cannot be captured by the vacuum model without modifying the potential to include a desolvation barrier [129].

We have shown the importance of explicit water for modeling biological systems. Without an aqueous environment to support the protein, unfolded structures do not explore the transition state in a water mediated way. When solvent is explicitly included, the folding/unfolding process can be accurately observed and representative transition states can be determined. The observed folding steps for SH3 involve an organization of beta sheets and a water expulsion step, allowing for multiple folding intermediates. The combined protein-solvent model results encourage the further application of adaptive resolution techniques to resolve important regions of proteins in all-atom detail while using a coarser description in the rest of the system to conserve computational resources.
Chapter 6

Summary

This work has accomplished many of the preliminary steps which are necessary to define an adaptive multi-scale model for solvated biomolecular systems. It was shown that the AdResS methodology could be extended to systems with hydrophobic molecules, and that it is possible to couple a coarse grained model for proteins with a single-site model for water. Reconstruction methods were demonstrated in the use of coarse grain models to provide starting points for targeted search with all-atom models.

The final piece of the adaptive biological model will be the coupling of an all-atom model of a protein with a coarse grain model like the one described in this thesis. Early work in this area has been recently reported for a solvated polymer [176]. Any hybrid model of a protein could be readily integrated in to an AdResS setup which resolves a portion of the protein and it’s local environment at the all-atom level while coarse graining away faster degrees of freedom far from the site of interest, allowing for microsecond sampling of the free energy landscape.
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