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Abstract—Fault tolerance is increasingly important for robots, especially those in remote or hazardous environments. Robots need the ability to effectively detect and tolerate internal failures in order to continue performing their tasks without the need for immediate human intervention. This paper presents a layered fault tolerance framework containing new fault detection and tolerance schemes. The framework is divided into servo, interface, and supervisor layers. The servo layer is the continuous robot system and its normal controller. The interface layer monitors the servo layer for sensor or motor failures using analytical redundancy based fault detection tests. A newly developed algorithm generates the dynamic thresholds necessary to adapt the detection tests to the modeling inaccuracies present in robotic control. Depending on the initial conditions, the interface layer can provide some sensor fault tolerance automatically without direction from the supervisor. If the interface runs out of alternatives, the discrete event supervisor searches for remaining tolerance options and initiates the appropriate action based on the current robot structure indicated by the fault tree database. The layers form a hierarchy of fault tolerance which provide different levels of detection and tolerance capabilities for structurally diverse robots.

I. INTRODUCTION

ROBOTS are being more frequently utilized in inaccessible or hazardous environments to alleviate some of the risk involved in sending humans to perform the tasks and to decrease the time and expense. However, the dangerous, long distance nature of these environs also makes it difficult if not impossible, to send humans to repair a faulty robot. Communication delays between the robot and operator may be large enough to allow potentially tolerable faults to blossom into system-wide malfunctions forcing the mission to abort. Typically, human operators are integral in monitoring such system for problems [1], but they are not completely reliable in detecting failures [7]. The robot needs to independently detect and isolate internal failures and utilize the remaining functional capabilities to automatically overcome the limitations imposed by the failures. This type of autonomous fault tolerance is also useful for industrial robots in that it decreases down-time by tolerating failures (thus increasing the robot’s life-span), identifies faulty components or subsystems to speed up the repair process, and prevents the robot from damaging the products being manufactured. Providing robots with autonomous fault detection and tolerance extends their working life without requiring immediate human intervention for every failure situation [40].

In previous work, we have designed generalized robot fault tolerance algorithms which utilize the advantages of whatever structure exists [35], [36], [39], [41], [42] making them appropriate for many applications, even those with limited or specialized robots. The fault detection algorithms monitor the system for failures by comparing measured system outputs with the corresponding expected output derived from a model of the system behavior. Analytical redundancy methods were used to develop the original detection tests for robotics and are used in this paper to extend this derivation. Analytical redundancy utilizes the available functional redundancy in the robot model instead of relying solely on hardware redundancy which increases the weight and cost of the robot. We note, however, that hardware redundancy does provide additional survival choices and is a good design option, if possible, for new robots. To mask out the modeling inaccuracies in the system which bias the tests slightly, this paper also presents a new, efficient algorithm to generate dynamic, model-based thresholds for use with the detection tests.

In order to modularize our algorithms and enable them to more easily adapt to a wide variety of robot structures, this paper develops a multilayer intelligent control framework (see Fig. 1) similar to the hybrid dynamical system framework proposed in [9]. While our framework also has similarities to the broader NASREM architecture [2], our main goal is providing a structure to link our fault tolerance algorithms within the robotic control system. An additional feature of this framework is that it enables easier integration of other research such as more long-term analyses of failure situations [21], [22], [44] which can be performed as background processes so as not to interfere with the fast fault detection and tolerance algorithms. Research in providing automatic fault tolerance by duplicating components [31], [46] or using kinematic redundancy [19], [24] can provide the framework with a wider range of tolerance options for the robot. The framework can further integrate work being done on control-level fault tolerance [28], [31], [32] and detection of software failures [25], [33], [45].

Fault tolerant control of a robot system can be initially divided into three layers: a continuous servo layer, an interface monitor layer, and a discrete supervisor layer. The servo layer consists of the normal robot controller and the robot. The
Table I

<table>
<thead>
<tr>
<th>Kinematic Redundancy</th>
<th>Sensor Redundancy</th>
<th>Example Robot</th>
<th>Framework Provided Capabilities per Joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>No</td>
<td>Puma</td>
<td>(A) Detect failure; Lock Motor; Work with Reduced Workspace or Stop Robot.</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>RMS, Sensor Enhanced Puma</td>
<td>(B) Detect Failures; Tolerate sensor failures; Reduce to (A) if all sensors fail.</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>Rice University Rice-robot</td>
<td>(C) Detect Failures; Tolerate motor failures; Reduce to (A) if kinematically redundant motors fail.</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>RRC</td>
<td>(D) Detect Failures; Tolerate over-constrained failure; Reduce to (C) if all sensors fail. Reduce to (B) if kinematically redundant motors fail.</td>
</tr>
</tbody>
</table>

II. SERVO LAYER

A. Robot Control

The servo layer of the proposed framework includes the robot and the robot control computer. Rigid link robots are typically modeled using the following form of dynamic equations [27]:

\[
\tau = [\tilde{M}(\theta)]\ddot{\theta} + \tilde{N}(\theta, \dot{\theta})
\]

(1)

where \(\tau\) is the joint torque vector, \([\tilde{M}]\) is the inertia matrix, and \(\tilde{N}\) represents the effects of Coriolis and centripetal forces, gravity, friction, etc. \([\tilde{M}]\) and \(\tilde{N}\) depend on the real robot's parameters and are not known precisely by the controller. The robot controller uses estimates of the real parameters along with sensed estimates of joint positions to calculate the estimated \([\tilde{M}]\) and \(\tilde{N}\). The PD “computed-torque” controller analyzed in this paper takes the form [27]:

\[
\tau = [M(\theta)](\ddot{\theta}_d + [K_p](\theta - \theta) + [K_d](\dot{\theta}_d - \dot{\theta})) + N(\theta, \dot{\theta})
\]

(2)

where \([K_p]\) and \([K_d]\) are system gain matrices with diagonal entries \(K_p\) and \(K_d\) corresponding to the current joint.

B. Sensors, Motors and Failure Modes

Using the dynamic equation (2), the robot controller computes the necessary torque to apply to each motor in order to move the robot from the given current position to the next desired position. Information about the current position or velocity of the robot joints is relayed to the controller from the robot’s internal sensors. The robot computer uses the sensors to determine the errors between the desired and sensed values of joint positions, velocities, or forces so that the computer can compensate for these errors using feedback control. All sensors typically have some form of noise associated with them. This error is compounded by the inaccuracies between the chosen model parameters and the real robot parameters. These errors must be hidden by thresholds (as discussed in Section III-B) in order to focus the detection on real failures (not artifacts.

interface layer contains the trajectory planner and provides fault detection and some basic fault tolerance for the system. The supervisor layer provides higher level fault tolerance and general action commands for the robot.

We have developed a fault detection and tolerance simulator for a 4-link planar robot with two sensors (encoder and tachometer) per joint as well as for a sensor enhanced 6 DOF PUMA robot. The simple planar system is easy to simulate and still provides both functional sensor redundancy (position information could be derived from the tachometer and velocity information from the encoder if necessary) and kinematic redundancy with which to test the tolerance methods. The 6 DOF PUMA robot simulation shows how the algorithms can be applied to a larger, more complex system. Kinematically redundant robots or robots with multiple sensors per joint can use the algorithms to obtain more extensive failure detection and tolerance capabilities. Our algorithms can, however, also provide basic detection capabilities for robots which have little or no redundancy with which to tolerate the failures. Table I summarizes the fault detection and fault tolerance capabilities our framework would provide for various robots based on their existing sensor and joint structure.

Section II describes the servo layer of the framework. The interface layer is explained in Section III, which also gives the derivation of the comparison tests used for robotic fault detection based on analytical redundancy methods. The problems associated with the modeling errors inherent in robotic systems are also discussed, followed by a brief description of our new model-based method for generating detection thresholds (TMHR) that mask out these dynamic modeling errors. Section IV explains the supervisor layer and the higher level robot fault tolerance which this layer can provide. Section V summarizes the layer interaction. Section VI shows results for the algorithms proposed in Sections III and IV applied to the sensor-enhanced 6 DOF PUMA robot. Finally, Section VII presents a summary of the conclusions of this paper.
caused solely by modeling inaccuracies). Further, if a sensor is damaged and the failure remains undetected, the controller will receive incorrect information about the joint and the resulting \([M]\) and \(\dot{N}\) of (2) will be significantly in error.

The well-being of the sensors is thus critical for the robot in completing its task and we therefore focus our algorithms to provide the fastest possible detection of sensor failures. A frozen failure mode in which the sensor produces a constant value is fairly common. Other possible failure modes include free-spinning, biased, or erratic sensors [30]. We concentrate on the frozen failure mode for this paper with suggestions on appropriate modifications for the remaining modes. Motors are obviously critical to the robot task and the ability to lock a motor in the event of a failure is important in supporting the fault tolerance schemes of Section III. A failed joint which is allowed to swing freely pulls dynamically at the other joints and draws them off course. If a motor fails and locks in place, it will not affect the other joints through coupling although it will stop contributing to the completion of the task. If not already an automatic response to failures, locking may be implemented as a direct command from the interface to the robot. The paths of surviving joints are then modified to move the end effector to its goal (Section III-D).

III Interface Monitor and Fault Detection Layer

The interface layer contains the robot planner and fault detection routines. Based on the end effector target point or velocity vector passed down from the supervisor, the planner iteratively computes the next configuration for each joint in order to reach this desired goal. The new configuration is then sent to the robot controller in the servo layer (Section II-A).

The fault detection routines continually monitor the state of the robot in order to catch any failures in the system. The routines are unable to differentiate certain failures because only the effect of the failures can be gleaned through the robot's sensors. For example, if a motor is not driving a joint as it has been commanded to do by the controller, detection routines will be unable to determine whether a chain in the gear-train has broken or an internal gear on the motor gear-box has worn down. All the algorithms can see is that, according to the sensors, the desired motion of the joint is no longer being produced. The typically small number of sensors further limits the ability of the detection routines to isolate failures within the system. The tolerance actions we have chosen (switching to surviving sensors or shutting down the motor), however, have the positive effect of covering most of these substructure failures by eliminating or isolating their influence on the rest of the system [41].

A. Analytical Analysis of Detection Relations

To provide the interface with detection/isolation abilities, we must first develop tests which use the available data to watch for sensor or motor failures. It is important to identify as many useful independent tests as possible while eliminating redundant checks. There are established results for the generation of such detection tests or residuals for general dynamic systems using the concept of analytical redundancy [29]. This section develops the results specifically for robotics along the lines of Chow and Willsky's [4] mathematical characterization of analytical redundancy for dynamic systems discretely modeled as:

\[ \bar{z}(k + 1) = [A]\bar{z}(k) + \sum_{j=1}^{g} b_j u_j(k) + W \]  

\[ y_j(k) = c_j \bar{z}(k) + V, \quad j = 1, \ldots, \dot{m}. \]

The vector \( \bar{z} \in \mathbb{R}^N \) is the state vector. The scalar \( u_j \) is the known input to the \( j \)th actuator and \( y_j \) is the scalar output of the \( j \)th sensor. Of the coefficients, \([A] \in \mathbb{R}^{N \times N}\) is an \( N \times N \) matrix, \( b_j \in \mathbb{R}^N \) is a column vector, and \( c_j^T \in \mathbb{R}^N \) is a row vector. \( W \in \mathbb{R}^N \) and \( V \in \mathbb{R} \) represent the noise from nonlinearities and inaccurate sensors. To simplify the derivation, we assume that the sensors read the exact values for the position and speed of the robot (thus \( C = I \)) and that \( W \) and \( V \) are zero. The effects of these matrices will be dealt with later.

In the following analysis, the number of sensors per joint is assumed to be two (\( m = 2 \)) and there are two states (\( N = 2 \), position and velocity) per joint. With this assumption, we can show the improved isolation capabilities over the intuitive base case while still maintaining a realistic structure for the robot. The results can easily be extended to the general case of \( m \) sensors [35]. The sensors are chosen to be an encoder and a tachometer which enables us to examine the structure in [4] for temporal redundancy between two different types of sensors. For each joint, the number of actuators, \( q \), is 1. The robot dynamic relations are derived from:

\[ \bar{z}(k + 1) = \begin{bmatrix} \bar{\theta}(k + 1) \\ \dot{\bar{\theta}}(k + 1) \end{bmatrix} = \begin{bmatrix} \bar{\theta}(k) + (\Delta t) \dot{\bar{\theta}}(k) \\ \dot{\bar{\theta}}(k) + (\Delta t) \ddot{\bar{\theta}}(k) \end{bmatrix} \]

\[ y(k) = \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \bar{z}(k) = \begin{bmatrix} \bar{\theta}(k) \\ \dot{\bar{\theta}}(k) \end{bmatrix} \]

which can be factored into the following matrix format:

\[ \bar{z}(k + 1) = \begin{bmatrix} 1 & (\Delta t) \\ 0 & 1 \end{bmatrix} \bar{z}(k) + \begin{bmatrix} 0 \\ (\Delta t) \end{bmatrix} u(k) \]

\[ \text{and} \quad y(k) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \bar{z}(k). \]

\( \theta \) is the angular position of each joint and \( \Delta t \) is the length of time between each iteration \( k \).

For dynamics (1), the control torque produces an output acceleration based on the equation:

\[ \ddot{\bar{\theta}}(k) = [\dot{M}(t)]^{-1} \bar{z}(k) - [\dot{M}(t)]^{-1} (\dot{\bar{N}}(t)). \]

Assuming the controller is reasonably efficient, the control input to the linearized system is essentially given by the feedback-modified acceleration

\[ u(k) = \ddot{\bar{\theta}}(k) + K_p (\bar{\theta}_d(k) - \bar{\theta}(k)) + K_d (\dot{\bar{\theta}}_d(k) - \dot{\bar{\theta}}(k)) \]

where \( \bar{\theta}_d \) is a vector of the desired angular positions for each joint. The effects of the typical modeling errors in the control
torques on fault detection will be incorporated at a later stage in the algorithm as discussed in Section III-B. We note that 
\( \bar{z}(k) = [\theta(k) \dot{\theta}(k)]^T \) and thus move \( \theta(k) \) and \( \dot{\theta}(k) \) out of \( u(k) \) and combine them with \( \bar{z}(k) \) in (7) above. The input \( u(k) \) now becomes

\[
u_d(k) = \dot{\theta}_d(k) + K_p \theta_d(k) + K_d \dot{\theta}_d(k)
\]

which is only a function of desired values (modifying the results of the original derivation found in [35]). The resulting coefficient matrices in the dynamic equations (7) and (8) are then:

\[
A = \begin{bmatrix}
1 & (\Delta t) \\
-K_p(\Delta t) & 1 - K_d(\Delta t)
\end{bmatrix}, \quad b = \begin{bmatrix}
0 \\
(\Delta t)
\end{bmatrix},
\]

\[
c_1 = [1 \ 0], \quad c_2 = [0 \ 1].
\]

We now investigate the sensor output (via the \( c_j \)) to find relationships between the sensor readings and inputs that hold in the fault free case. With \( C_j(k) = [c_j, \ldots, c_j A]^T, \quad (j \neq 1,2), \) the observable subspaces [4] for the encoder \( (j = 1) \) and the tachometer \( (j = 2) \) are spanned by the rows of:

\[
C_1(n_1) = \begin{bmatrix}
1 & 0 \\
-1 & (2\Delta t - K_d(\Delta t)^2)
\end{bmatrix}, \quad C_2(n_2) = \begin{bmatrix}
1 & 0 \\
K_p(\Delta t) & 1 - K_d(\Delta t)
\end{bmatrix}
\]

where \( c_{31} = K_p(\Delta t^2 - 2\Delta t) \) and \( c_{32} = 1 + (K_d^2 - K_p(\Delta t^2)) \). Both of these matrices are of rank 2. These ranks imply that no new information can be gained after observing either the encoder or the tachometer for two time-steps [4]. (The feedback data pulled from \( u(k) \) provides additional information about the tachometer.) By observing the two previous time steps and the current state of the system and using (12), we can find four constraints on the values of the sensors. We derive four linearly independent \( \omega \)'s, forming rows of \( \Omega \) in (13) which combine the observable data and provide tests for the fault-free case by satisfying:

\[
[0]_{n_1 \times 6} \begin{bmatrix}
C_1(n_1) \\
C_2(n_2)
\end{bmatrix} \bar{z}(k) = 0.
\]

One representation of the \( 4 \times 6 \) \( \Omega \) matrix is:

\[
\Omega = \begin{bmatrix}
1 & -1 & 0 & (\Delta t) & 0 & 0 \\
K_p(\Delta t^2 - 1) & 0 & (K_d(\Delta t^2 - 2\Delta t)) & 0 & 0 \\
-1 & 0 & 0 & (K_d(\Delta t - 1)) & 1 & 0 \\
0 & 0 & 0 & -c_{31} & 0 & 0
\end{bmatrix}
\]

Each row of \( \Omega \) physically represents various comparisons among the encoder and tachometer readings. When \( \Omega \) is directly multiplied by the appropriate state histories \( \bar{z}_h(k) = [\theta(k) \dot{\theta}(k) \theta(k + 1) \dot{\theta}(k + 1)]^T \), the result should be zero for the fault free case.

The sensor inputs \( \bar{z}(k) \) are actual robot positions/velocities, however, and are not observable by fault detection routines.

The detection routines only see the sensor outputs \( y \) (see Fig. 1). We must transform the equations to obtain \( \bar{z} \) in terms of the known \( y, \dot{y}, \text{and } u(k) \). The result, multiplied by \( \Omega \), gives the parity vector which now defines the observable relationships for fault detection in terms of obtainable values. The general definition of the parity vector (using the notation of [4] and including the effects of the modified actuator input \( u_d(k) \)) is:

\[
P(k) = \Omega \left\{ \begin{bmatrix}
Y_1(k, n_1) \\
\vdots \\
Y_m(k, n_m)
\end{bmatrix} - \begin{bmatrix}
B_1(n_1) \\
\vdots \\
B_m(n_m)
\end{bmatrix} U_d(k, n_0) \right\}
\]

where

\[
Y_i(k, n_i) = \begin{cases}
\bar{y}_i(k) & \text{if } i \neq 1, 2 \\
y_i(k) & \text{if } i = 1, 2
\end{cases}
\]

\[
B_i(n_i) = \begin{bmatrix}
0 & 0 & \ldots & 0 \\
c_{1b} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{bmatrix}
\]

where \( n_0 = \max(n_1, n_2) \), for \( i = 1, \ldots, m \) and \( q \) is number of actuators = 1.

In the fault-free case, \( P(k) = 0 \). With simple noise (due to inexact linearization in the controller, for example), \( P(k) \) becomes a random vector with zero mean [4]. With noise and failures, \( P(k) \) will be biased away from zero indicating a failure. For this analysis, \( P(k) \) is defined by the following matrices:

\[
Y_1(k, n_1) = \begin{bmatrix}
\theta(k) \\
\theta(k + 1)
\end{bmatrix}, \quad Y_2(k, n_2) = \begin{bmatrix}
\theta(k) \\
\dot{\theta}(k)
\end{bmatrix}, \quad Y_3(k, n_3) = \begin{bmatrix}
\dot{\theta}(k) \\
\dot{\theta}(k + 1)
\end{bmatrix}, \quad Y_4(k, n_4) = \begin{bmatrix}
\dot{\theta}(k) \\
\dot{\theta}(k + 2)
\end{bmatrix}
\]

\[
B_1(n_1) = \begin{bmatrix}
0 & 0 & \ldots & 0 \\
(\Delta t^2) & 0 & \ldots & 0 \\
0 & \Delta t & \ldots & 0 \\
0 & 0 & \ldots & \Delta t
\end{bmatrix}, \quad B_2(n_2) = \begin{bmatrix}
0 & 0 & \ldots & 0 \\
(\Delta t^2) & 0 & \ldots & 0 \\
0 & \Delta t & \ldots & 0 \\
0 & 0 & \ldots & \Delta t
\end{bmatrix}
\]

and \( U_d(k, n_0) = \begin{bmatrix}
u_d(k) \\
u_d(k + 1)
\end{bmatrix} \).
The discrete representation of the state space can be made more accurate or closer to the continuous time system by using more terms from a higher order series expansion. If we include the third term in the series (with a coefficient of $\frac{\Delta t^2}{2}$), the discrete state equation (7) would become:

$$
\dot{\mathbf{x}}(k+1) = \begin{bmatrix} 1 & (\Delta t) \\ 0 & 1 \end{bmatrix} \mathbf{x}(k) + \begin{bmatrix} (\Delta t^2) \\ \frac{\Delta t^2}{2} \end{bmatrix} u(k). \tag{17}
$$

Only the constant vector $b$ changes. This, in turn, modifies the $B_i$ matrices:

$$
B_1(n_1) = \begin{bmatrix} 0 & 0 \\ \frac{\Delta t^2}{2} & \frac{\Delta t^2}{2} \end{bmatrix},
$$

$$
B_2(n_2) = \begin{bmatrix} 0 & 0 \\ \Delta t & 0 \\ \Delta t(1 - \Delta t K_d - \frac{\Delta t^2}{2} K_p) \end{bmatrix} \Delta t.
$$

The new tests (Table III) derived using these $B_i$ matrices in (15) are very similar to the tests of Table II. The difference is that correction terms are added to the encoder-based tests representing the more accurate discretization of the state derivative. (As more of the higher order series terms are considered in the derivation, the correction terms become more complex and would also affect the remaining tests.)

We do not expand on the more complex discretization of the state space in this paper as the resulting tests are not as intuitive as the basic comparison tests of Table II. In the fault detection code, the correction terms would be more easily implemented using the basic tests from Table II. The detection thresholds of Section III-B may also be affected by the correction terms in such a way as to make threshold generation procedures based on the AR derivation more time consuming and less effective for robotic use. Future research would have to address these concerns before the expanded derivation could be utilized.

Two apparent problems with the ideal tests are that the sensors are not perfect (for example, the encoder truncates values) and some sensed values must be differentiated to compare them to the values from functionally equivalent sensors (the encoder would be differentiated twice to compare it to the computed acceleration). The inherent loss of precision and noise in the sensors are compounded through the differentiation. The fault tolerance algorithms further the problem by replacing faulty sensors with data from functionally equivalent sensors (i.e., when an encoder fails, its data is replaced by the position information derived from integrating tachometer readings). To eliminate the differentiation problem, the encoder reading is compared to the expected position derived from the planner or to the integrated tachometer reading which is more stable. The RMS uses similar tests to detect encoder failures [1] but takes several time steps to verify the error. The controller is designed to adjust to small errors in the system. We therefore accept the slight increase in noise caused by differentiation/integration compared to the disastrous consequences of allowing faulty data into the system.

### B. Implementation of Analytical Redundancy for Robotics

In their pure form, the ideal tests derived from analytical redundancy cause an unacceptable number of false alarms due to the sensor and modeling errors which arise, for example, from linearization of the robot equations and inaccuracies in model parameters such as link inertia or mass. An acceptable bound or threshold for the difference between the desired value and the sensor reading must be chosen [23] to mask out these inaccuracies. Typically, the thresholds are determined empirically by monitoring a fault-free run and setting the threshold larger than the noted maximum deviation from the desired path. This method results in a constant threshold based on a specific trajectory. The effects of the modeling errors and sensor noise, however, fluctuate dynamically as the motion of the robot changes and as failures occur. The thresholds therefore need to be dynamic in order to cope with the ever changing robot status while remaining small enough to catch any failure-induced errors that the feedback controller would be unable to handle.

In searching for an efficient method for generating robotic detection thresholds, we analyzed the Reachable Measurement Intervals (RMI) algorithm developed by Horak, et al. [14]-[16] to compute detection bounds for aircraft systems. RMI provides conditions for finding the extreme possible system outputs $y(t)$ for each input $u(t)$ and state $x(t)$ given bounded parameter variations in the coefficient matrices of the
dynamic equations \((A, b, \text{ and } W \text{ from } 3))\). The procedure is started at a known state in the past history of the trajectory and run for a specific window of iterations to reach the current time. This allows RMI to take into account the global effects of the parameter uncertainty. We initially implemented the algorithm for a single-joint (pendulum) robot to demonstrate the procedure and then explored the expandability of the algorithm and the effects of joint coupling with a two-joint simulation \([37], [43]\). RMI provided bounds that were generally smaller and much more dynamic than the empirically determined thresholds. Through the examples, we were also able to isolate and view the effects of gravity and joint coupling on the thresholds.

RMI, however, is designed for systems with primarily linear dynamics and thus requires special tailoring to fit the nonlinear dynamics of robot manipulators. Our analysis showed that RMI is also not readily scalable to larger robots. The RMI equations become unreasonably complex to implement for robots of useful size. These complex equations must be recomputed at each iteration for each set of uncertain parameter extremes in order to determine the maximum and minimum output. Increasing the number of joints in the robot geometrically increases the number of comparisons needed during the run. RMI further requires a large amount of memory to maintain the various matrix sets used in finding the maximum and minimum values. Some savings are possible due to repetition within the matrices, but the memory requirements may be too large to justify the autonomy needed for quick, on-board fault detection, especially in costly space robotics.

In addition, a history of the effects are built-up by beginning the algorithm at a given distance in the past and working back up to the present iteration, computing the maximum and minimum for each step. Thus, the time needed to compute the RMI bounds for robots with many uncertain parameters or multiple joint limitations prohibits a real-time response to failures for the detection algorithms. If the robot cannot make a fast decision about a possible failure, the errors rapidly escalate and endanger the robot and the environment. Previous analysis \([35]\) has shown that with even a simple stuck sensor failure, it only takes a few iterations of the controller before the robot begins to swing wildly out of control (see also Figs. 7 and 11).

To overcome these concerns, we present a possible alternative to the RMI concept which still utilizes the idea of finding the maximum variance possible due to bounded parameter errors at each state iteration. We have exploited the similarities between RMI and the analytical redundancy (AR). With our new method, we found that only two steps of history were needed for adequate fault detection in robots (Section III-A). Our new model-based threshold (ThMB) algorithm is a local optimization as compared to the global optimizations of the RMI method. It is possible that a smaller error at the current iteration will ultimately result in a larger error later in the trajectory than the error currently used in the calculations. Despite this problem, the use of only local history allows ThMB to perform much fewer calculations at each iteration and it is thus able to produce a threshold much faster than RMI (the window used in our implementation of RMI took one hundred internal iterations to produce the thresholds for each robot controller cycle). This fast response is essential for robotic fault detection. ThMB can easily be made less prone to false alarms by assuming slightly larger bounds for the parameter errors than necessary.

A useful facet of rigid link robot dynamics is the linearity with respect to parameters in the nonlinear equations of motion. As in numerous adaptive control strategies \([27]\), we can separate the parameter-based coefficients from the joint variables to produce a linear relationship of the form

\[
\tau = \left[ \hat{M}(\hat{\theta}) \right] \dot{\hat{q}} + \hat{N}(\hat{\theta}, \hat{\theta}) = \left[ Y(\hat{\theta}, \dot{\theta}, \ddot{\theta}) \right] \ddot{\hat{p}}
\]

where \(\hat{M}\) and \(\hat{N}\) are as before. The matrix \(Y\) contains known functions of the state variables \((\theta, \dot{\theta}, \ddot{\theta})\) and \(\ddot{\hat{p}}\) is a vector of the parameter coefficients.

Parameter adaptive control methods \([17]\) are conducive to determining the bounds on the tracking error \((e = \hat{\theta}_d - \hat{\theta})\), where \(\hat{\theta}_d\) is the desired trajectory due to modeling inaccuracies because of the separation of the parameters in the control equations. The inverse dynamics control law (as in (2)) uses the given or nominal estimates of the system parameters in \(\hat{M}\) and \(\hat{N}\):

\[
\tau = \hat{M}(\theta) [\dot{\hat{\theta}}_d - K_{d\ddot{\theta}} \ddot{\hat{\theta}} - K_{p\dot{e}} \dot{e}] + \hat{N}(\theta, \dot{\theta}, \ddot{\theta}).
\]

The real parameters in the robot vary from these estimates but are within the range given by the parameter extremes: \(p_{\text{min}} \leq \hat{p} \leq p_{\text{max}}\) where \(\hat{p}\) is the \(t^{th}\) component of \(\hat{p}\). The resulting robot equation is

\[
\ddot{\hat{p}} = \hat{M}^{-1} \tau - \hat{M}^{-1} \hat{N}.
\]

Substituting the torque from (19) into (20), we get

\[
\hat{M}\ddot{\hat{\theta}} = \hat{M} [\dot{\hat{\theta}}_d + K_{d\ddot{\theta}} \ddot{\hat{\theta}} + K_{p\dot{e}} \dot{e}] + (\hat{N} - \hat{N}).
\]

Changing \(\hat{\theta}_d\) into \(\ddot{\hat{e}}\) by adding and subtracting \(\hat{M}\ddot{\hat{\theta}}\) on the right hand side and rearranging the equation leads to:

\[
\ddot{\hat{e}} + \hat{K}_{d\ddot{\theta}} + K_{p\dot{e}} = M^{-1} (\hat{M}\ddot{\hat{\theta}} + \hat{N})
\]

where \(\hat{M} = \hat{M} - \hat{M}\) and \(\hat{N} = \hat{N} - \hat{N}\). Using (18), we can modify the right hand side to separate the parameters from the state variables:

\[
\ddot{\hat{e}} + \hat{K}_{d\ddot{\theta}} + K_{p\dot{e}} = M^{-1} [Y]\ddot{\hat{p}}.
\]

Note that the inaccuracies in the models are contained entirely in the parameter vector \(\ddot{\hat{p}} = \ddot{\hat{p}} - \hat{p}\).

Equation (23) represents the focus of our new Model-Based Threshold (ThMB) generation algorithm. Here, all the unknown portions of the dynamics have been shifted into the parameter error vector \(\ddot{\hat{p}}\). By selecting appropriate combinations of the extreme variations for the parameters so as to mimic the extreme effects of the real values (\(p\)) present in \(\ddot{\hat{e}}\), we can calculate the possible maximum errors in the positive and negative direction for the next iteration of both \(\ddot{\hat{e}}\) and \(\ddot{\hat{p}}\).

Notice that in the ThMB method, the inherent nonlinearity of the robot dynamics is explicitly contained in the derivation, in contrast to RMI, simplifying not only the derivation, but also the resulting equations.
In order to limit the history to two time steps as indicated by the AR analysis, we assume that the error of the last iteration was correctly within the bounds (i.e., not a failure). We then compute the new error based on the measured error, \( e_r = \theta_d - \hat{\theta} \), of the last iteration and the current state information (in \( Y \)). The equation therefore finally becomes:

\[
\ddot{\hat{e}} = -K_d \hat{e} - K_p e_r + M^{-1} \frac{\partial G}{\partial \hat{e}}.
\]  

(24)

For a pendulum example, the error equation is

\[
\ddot{\hat{e}} = -K_d (\theta_d - \hat{\theta}) - K_p (\dot{\theta}_d - \dot{\hat{\theta}}) +
\]

\[
\frac{M^{-1} \ddot{\hat{p}}}{\cos(\theta)} \left[ \left( \frac{M}{I_1} - 1 \right) \ddot{\theta} + \frac{g}{\cos(\theta)} \right] \cdot
\]  

(25)

We have found that the acceleration that appears in \( Y \) can be either the desired acceleration or a measured acceleration, if it is available, with little change in the results.

Fig. 2 gives a basic idea of how the thresholds produced by ThMB bound the desired value for a tachometer in a simple pendulum robot. For this example, the mass value of the simulated pendulum was chosen to be close to the upper limit of parameter extremes used to derive the thresholds (i.e., an extreme case of model parameter mismatch). The extra anticipated mass causes the pendulum to 'lag' the trajectory, and become close to (but not exceed) the minimum threshold. Note that the bounds are dynamic and vary with the state of the robot. The coupling effects present in larger robots make the bounds more erratic depending on the motion of the other joints. The ThMB bounds are much easier and faster to compute than the RMI bounds and are thus better suited to robotic fault detection applications. More detailed results of our new ThMB algorithm compared to RMI are given in [37], [38], [43].

C. Interface States

The threshold generator of (24) is used to produce dynamic thresholds for fault detection based on the current state of the system at each iteration of the controller for every joint in the robot. The following state diagram (Fig. 3) illustrates the simple flow of fault detection in the interface for one joint as failures are detected (i.e., cause the measured values to exceed the thresholds). Signals prefixed by an "S_" originate in the supervisor layer. Signals which are sent by the interface layer are prefixed with an "I_." Transition conditions without a preface are local to the interface algorithms. Many of the signals, such as S_ReadIFromSnr or I_LogSnsrFail, are also accompanied by information to indicate the appropriate component or variable to modify. In the initial state, the interface is idle and awaiting a start command from the supervisor. When the interface receives the S_ReadIFromSnr command from the supervisor, it moves into the PROCESS state where the interface scans the structure accompanying the signal to see which of the controller data variables (\( \theta, \dot{\theta}, \ddot{\theta} \)) are to be read from which joint sensors for joint \( i \). The interface also determines which detection checks to use for each type of sensor indicated.

Once the interface determines the total number of sensors to be used for this joint, the state moves into the appropriate JOINT-WELL state and monitors the health of the \( m \) sensors currently in use. When a threshold-based detection test is violated, the interface removes that sensor from the current working set and reorganizes the sources of information to obtain the controller data from the surviving sensors. The interface also signals the supervisor that a sensor has failed so that the supervisor can log the failure. The interface then moves into the next JOINT-WELL state in the chain and monitors the remaining \( m - 1 \) sensors.

When all of the sensors have failed, the interface signals the supervisor that all sensors are faulty with the I_AllSnsrFail signal and transitions into a WAIT state. The interface may also transition into the WAIT state if all the sensors have drifted far enough off course to indicate a possible motor failure. In this situation, the interface signals the supervisor with an I_MtrSsnFail signal and moves from whichever JOINT-WELL state it is currently in directly to the WAIT state. The interface now waits for direction from the supervisor. If there are any external sensors or backup internal sensors which can be used to obtain the position and velocity information for the controller, the supervisor signals the interface using the
S_ReadIfFromSnsr command which has the appropriate directions within the accompanying structure. If there are no more available sensors, the interface receives an S_ShutDownMrn command which tells it to shut down the motor in joint i using the I_ShutDownMrn signal. The state now becomes JOINT-FAILED.

The algorithm remains in the JOINT-FAILED state until the task completes or aborts or the motor status is reset at which point it moves back to the IDLE state. Failures are currently considered permanent and only the operator can reset a component's status. If the concept of temporary failures is included, the algorithm could reset the status when a component passed the appropriate test.

D Fault Tolerance of Joint Failures

To enable the robot to follow the desired path in the presence of joint failures, the supervisor layer of the framework must alert the interface-level planner when a joint has failed. A kinematically redundant robot can withstand joint failures up to the degree of kinematic redundancy without limiting the end effector range of motion although the dexterity may decrease [20], [26]. For the robot, the kinematic relationship \( \mathbf{y} = [J_n(\theta_n)]\bar{\theta}_n \) \((J_n \in \mathbb{R}^{m \times n}, \bar{\theta}_n \in \mathbb{R}^n) \) becomes \( \mathbf{y} = [J_n(\theta_{n-k})]\bar{\theta}_{n-k} \) \((J_n-k \in \mathbb{R}^{m \times (n-k)}, \bar{\theta}_{n-k} \in \mathbb{R}^{n-k}) \), formed with the column(s) corresponding to the failed element(s) deleted from \( J_n \) and the locked position of the failed joint(s) used appropriately in the resulting \( J_n-k \). In order to maintain the desired trajectory \( \mathbf{y} \) in a failure situation, the interface planner replaces the n joint solution \( \theta_n = [J_n(\theta_n)]^{-1}\mathbf{y} \) (where \( J^+ = J^T(JJ^T)^{-1} \)) by \( \theta_{n-k} = [J_{n-k}(\theta_{n-k})]^{-1}\mathbf{y} \), with the appropriate k column(s) of \( J_n \) removed and the locked position(s) of the k failed joint(s) used in the Jacobian calculations. This approach plans end effector motion \( \mathbf{y} \) using the available (reduced) joint set \( \theta_{n-k} \), \((n-k) \geq m \).

In detecting and isolating sensor failures, the interface layer uses the redundant information from surviving sensors to provide basic single sensor fault tolerance for the robot. Additionally, the interface can detect multi-sensor failures or motor failures and initiate the actions necessary to tolerate the resulting joint failures. The robot can maintain its range of motion in the presence of joint failures up to the degree of kinematic redundancy of the robot. The interface works with the planner to keep the robot arm tracking the new desired values towards the target goal.

IV. SUPERVISOR AND FAULT TOLERANCE LAYER

We have constructed an expert system based supervisor [36], [39], [41] which Performs robotic fault tolerance using fault trees, a standardized representation of the robot's fault structure. The supervisor prunes failed components or branches from the fault trees as failures are reported from the detection routines in the interface layer. The changing tree information is graphically displayed to give the operator an idea of how the failures are interacting and propagating through the system. The system further textually notifies the operator of failures in the robot during on-line operations so the operator may monitor the fault tolerance capabilities of the system and suggest alternative recovery actions.

The supervisor also maintains the probability of failure for each node within the trees. The expert system uses time-varying probabilities [34] to model component decay during the life of the robot. As detailed in [34] and [39], the probability of a component failure can be easily calculated from the standard failure rate for the component [11], [12]. Within the fault trees, these failure probabilities are combined through logic gates connecting the nodes using simple multiplication and addition.

The quantitative analysis provides a measure of the overall chance of a complete failure for each robot system. The structure provided by the fault trees organizes the probabilities appropriately for the robot system and provides a simple map of how the events relate to each other. Using the trees, robots of significantly different origin and structure can be compared for fault tolerance and survivability. Static analysis of failure probabilities and their propagation through the fault trees allows the robot designer to focus on the components which are more likely to fail in the robot and which are thus more central to the monitoring software and fault detection routines.

By dynamically modifying the probabilities as failures occur, the expert system can alert the robot operator of any large changes (several orders of magnitude) which may indicate a loss of redundancy or a loss of a component vital for the current task. The dynamic probability analysis will also be useful in directing task-oriented decisions on which joint or component to use for a given task by promoting the use of those systems which are less likely to fail. The robot would then mimic optimal configurations [21] so as not to put undue stress on systems which are injured or "moribund."

A. Supervisor States

The supervisor layer interacts with the operator and works with the interface to provide fault tolerance of sensor and motor failures for the robot system. Fig. 4 shows the generalized state diagram for the supervisor layer of the framework. All states but the IDLE state represent meta-states with several procedures being performed within each state. Again, signals prefaced by an "O_" or an "I_" originate in the supervisor or interface, respectively. Signals prefaced by an "O_" are from the operator. Transition conditions without a preface are local to the supervisor.

The supervisor initially receives from the operator a target position for the end effector and a list of which internal sensors to use for monitoring each joint as well as the O_Start signal. The supervisor transitions on the signal from the IDLE state to the PROCESS state where it digests the command data, sends the starting velocities to the interface-level planner, and signals the interface with the appropriate set of S_ReadIfFromSnsr commands to start monitoring the task. The supervisor then waits in this state until a signal is received from the interface or the operator signals an abort. The supervisor moves back into the IDLE state from the PROCESS state if the interface signals that the task has been completed with the I_Done signal.
When the supervisor receives an I_LogSnrFail signal, it accesses the accompanying data structure and records the failure by modifying a database. The supervisor also alerts the operator of the failure. The operator has the option to signal an abort at any time if it is deemed that the task has been compromised. The supervisor does not determine an alternate component until an I_AllSnrFail signal is also received from the interface. The supervisor will then transition to the CHECK FOR SENSORS state and use information learned by traversing the database to develop new tolerance strategies based on the existing structure of the robot. If there are alternate sensors available or external sensors which can be used to monitor a joint, the supervisor signals the interface with the S_ReadIFromSnr command and corresponding data. The supervisor then transitions back into the PROCESS state. If there are no available replacements, the supervisor transitions to the CHECK-FOR-MOTORS state.

The supervisor also transitions to the CHECK-FOR-MOTORS state in response to an I_MtrFail signal. The supervisor again modifies its records and alerts the operator of the failure. The supervisor now checks to ensure that the robot can continue working with one less joint. If the robot is kinematically redundant and has not yet dropped down to the base number of joints for the robot, the supervisor moves back to the PROCESS state and sends an S_ShutDownMtr command to the interface. In the presence of failed joints, the supervisor command S_ShutDownMtr signals the interface-level planner to keep the robot on the desired course using the techniques of Section III-D. If the robot cannot complete its mission, the supervisor signals the interface to shut down the entire robot with an S_Abort command. The supervisor also alerts the operator and transitions into the IDLE state to await further instructions from the operator. At this stage the operator would need to repair the robot or alter the task required before restarting the robot. The component failure condition tables would need to be reset when a component is repaired or replaced.

B. Alternative Supervisor Sub-Modules

The supervisor provides higher levels of intelligence to the basic tolerance of sensor and motor failures provided by the interface layer fault detection algorithms. The work done by Tesar et al. [28] and Wu et al. [46] on redundant motors would increase the redundancy of the system and provide a wider range of survivor choices for the supervisor or interface. There may be alternate sensors available or external sensors (such as cameras) of which the interface layer is originally unaware that can be used to monitor a joint for failures when the known or basic set of sensors has failed. The expert system will be able to utilize these alternatives and develop new fault tolerance strategies based on information learned by traversing the database.

The supervisor can be further enhanced to monitor the reachable workspace of the robot throughout its operation [26]. While it waits for a signal in the PROCESS state, the supervisor can spawn a process to determine the area reachable by the end effector with the robot in its current state. When motor failures occur and a joint is shut down, the workspace shrinks due to the immobility of the failed joint. The supervisor computes the changes to the reachable workspace [26] and decides if the target position is still reachable by the robot. If the robot can no longer reach its assigned goal, the supervisor signals an abort and alerts the operator. The supervisor then waits in the IDLE state for direction from the operator.

Maciejewski’s work on kinematic fault tolerance [20] can be integrated into the fault tree database to provide the planner with information on new optimal configurations for the robot in the presence of failures. If the fault trees are pruned due to detected failures, a new optimal configuration could be drawn up to provide a more dynamic preventive maintenance measure.

V. LAYER INTERACTION

We have introduced three layers for fault tolerant robot control with a more formal definition of the layers appearing in Appendix A. The interactive nature of these layers is given below. The structure is similar to that in [9], but has several important differences, notably in the interface structure. Complete and perfect observations are assumed in [9]. Our application is more structured than that in [9] as fault detection routines form an integral part of the interface.

The interface layer isolates the supervisor layer and the human operator from the continuous control algorithms of the plant. The interface runs two continuous functions (sensor monitoring and inverse kinematics) and returns discrete event or failure information to the supervisor. At each iteration of the control, an independent process computes the next set of thresholds for fault detection based on the current state and passes them to the interface. The operator receives a signal when the robot completes the task or when there is a failure. Operators only need to provide direction when a failure situation makes the task impossible, although they may intervene at any time.

As an example of the interaction of this three layer framework, let us assume that the supervisor wants the interface layer to start a task using as controller feedback data only the values derived from the encoder reading at each joint. At some point in the run, the encoder for Joint 2 fails and the test
monitoring this sensor is violated. When the failure causes a detection threshold to be violated in the tests, the interface sends (see Appendix A) an I_AllSnsrFail signal along with the I_LogSnsrFail signal which tells the supervisor that encoder 2 has failed and the interface knows of no more sensors to use. Fig. 5 shows the supervisor subsequently removing the encoder for Joint 2 from a fault tree database. The database reveals that a tachometer is still available to functionally replace the encoder as they are connected by an AND gate and the failure does not move any farther up the tree. The supervisor can therefore command the interface to read the information from this alternate sensor as long as the operator does not request an abort.

In Fig. 6, the Motor 0 failure is detected by the interface. The interface sends an I_MtrFail signal (via \( \eta \)) to the supervisor. The trees show that the failure would propagate through the OR gate all the way up to the top level AND gate. The supervisor therefore removes the entire Joint 0 subtree. Since the robot has kinematic redundancy enabling it to withstand as many as two joint failures as noted by the traction in the joint level AND gate, fault tolerant options are still available because only one joint has failed so far. In signaling the interface layer to shut down the faulty joint, the supervisor initiates the joint fault tolerance scheme present in the planner routine.

VI. EXAMPLES

The first robot used to demonstrate the fault tolerance framework was a simulated four link robot originally developed by Hamilton [13] and executed on a Silicon Graphics Personal Iris computer. All joints were rotational and moved in the same plane providing two degrees of kinematic redundancy with a simple structure. The simulator further modeled two sensors (an encoder and a tachometer) per joint in order to utilize the sensor fault tolerance routines. The simulation has been expanded and currently tests the algorithms on a 6 DOF PUMA robot (see Fig. 7) which, in the fault-free case, uses encoders to provide joint position data and tachometers to provide joint velocity data. The simulator produces a dynamic display of the robot that changes color as failures occur.

The structure of the simulator is shown in Fig. 8. In this implementation, the user instigates failures and performs the actions of the supervisor. The controller is given in (7) and uses the dynamic equations defined in Section II-A as a model for the robot [13]. Inaccuracies on the order of 1% are injected into the robot parameters within \([M]\) and \(\Sigma\) to simulate modeling errors [38], [43]. We do not explicitly model friction in the equations, but friction-based effects could be
added to the nonlinearities included in $\ddot{\theta}$ as mentioned in Section II-A. The optical encoders estimate the joint positions by truncating the value of each angle given each encoder's precision. Joint velocities pass through a first order filter based on a predetermined motor lag time to produce the tachometer reading. Both sensors are derived from modules of the NASA Trick simulation package [3].

In the framework of Fig. 1 and Fig. 8, the estimates of the angles and velocities are actually passed into the interface layer (Section III) which checks for failures using the new methods described here and in [35]. This layer either passes to the servo layer controller what it considers to be good estimates of the position, velocity, and acceleration $(\dot{\theta}, \ddot{\theta}, \theta)$ or instigates the appropriate restructuring strategy based on the available sensor set or instruction from the supervisor layer (Sections III and IV). A planner in the interface produces the desired trajectory through a velocity level inverse kinematics routine [5]. The algorithm computes the Jacobian matrix, $J$, using the sensed angles and the known link lengths. The pseudo-inverse is computed as $J^+ = J^T (J J^T)^{-1}$. The desired velocities are then derived from the equation $\dot{\theta}_d = J^+ v_d$.

The servo-level robot takes the computed torque from the controller and determines the resulting per joint robot angle accelerations based on (1). The robot's position, velocity, and acceleration are then sent to the sensor routines. The robot position is also sent to the TDM graphics simulator which displays the motion on the screen [35]. This is the same graphics program as used by NASA's Trick simulation package. The path of the end effector is displayed and, when a failure is instigated by the simulator, a small red flag appears. Fault-free joints are displayed in green. A joint (and its associated link) will change color when a failure within the joint is detected. The delay between the instigation of a failure (when the flag appears) and the detection of the failure (when the joint changes color) can thus be readily observed in the graphics. The simulator also outputs messages to the screen when failures are instigated or detected. A dynamic display of the robot's fault tree showing (in color) the changes due to failure and tolerance actions has also been recently included in the graphics.

A. Results

In this section, we discuss an example of the fault detection and tolerance algorithms as applied to the PUMA robot.

Results for the planar, four-link robot are given in [35]. The first example shows the results for a single stuck encoder failure in joint 2 at time-step 0.5. Fig. 9 shows how the undetected failure causes the joint position (dashed line) to drift off its desired path (* * * line). Because the inaccurate sensor reading is used in the control calculations for all the joints, it affects the other joints as well, to various degrees.

When the failure is detected, the controller is able to keep the robot very close to the desired values (solid line, overlapped by o o o line) by obtaining position information from the surviving sensor. Fig. 10 shows how the failure in joint 2 can affect the position of joint 0 (dashed line) versus its desired path (o o o line) if the failure remains undetected. The solid line shows the path of joint 0 if the failure is detected and tolerated.

Fig. 11 displays the end effector path in 3-D for this failure situation. The desired motion (o o o line) of the end effector is quite small. When the failure is detected and tolerated (solid line), the robot tracks the desired trajectory and completely avoids the wild motion. The interface-level detection routines notice the failure when the encoder stops producing the
the detection tests based on the available functional redundancy in the robot structure. We further developed a new detection threshold generation algorithm that is more efficient and practical for robotic application than previous methods designed for aircraft systems. An operator directs the initial formation and conditions for a given task and expects reports on internal failures. The framework can be embedded in an expert system or a simple algorithmic program.

We have implemented the fault tolerance supervisor described in this paper with the NASA-developed CLIPS [10] expert system software package. (The details are presented in [36] and [39].) This system provides a more intelligent and flexible platform for the supervisor layer. A fault tree database for the supervisor has also been developed for the PUMA and four-link robots. This expert-system-based framework can be used to provide fault tolerance to the wide variety of robots which have already been developed to perform tasks for those programs which may be far from human control for long periods of time such as the space or hazardous waste removal programs.

Appendix A

Formal Description of Layers

Servo: The plant model for robot manipulators is \( \tau = M(\theta) \omega + \dot{N}(\theta, \dot{\theta}) \) (dynamics), with \( \theta \in \mathbb{R}^n, \dot{\theta} \in \mathbb{R}^n, \) and \( M \in \mathbb{R}^{n \times n} \) (\( M > 0 \)). It produces \( y = y(\theta, \dot{\theta}) \) (sensor observations), subject to \( z = f(\theta) \) and \( y = [J(\theta)] \dot{\theta} \) (kinematics), where \( y() : \mathbb{R}^m \times \mathbb{R}^n \rightarrow \mathbb{R}^m \) (\( \delta \geq n \)), \( z \in \mathbb{R}^m \) (\( m \leq n \)), and \( [J] = \frac{\partial f}{\partial \theta} \) as per [18]. The input \( \tau() \) is restricted to a prespecified set of functions due to joint torque constraints. Output \( y() \) depends on the type of sensors and takes the form of truncation, first order filters, etc.

Supervisor:

1) It is a finite state machine \((S, \varepsilon, \mu)\) where

   i) \( S \) is the state set \( S = S_R \cup S_C \), with \( S_R \) containing states which accept interface response events, and \( S_C \) containing states which produce interface commands.

   ii) \( \varepsilon \) is the event set \( \varepsilon = C \cup R \), where \( C \) is the set of supervisor commands, and \( R \) is the set of interface responses.

   iii) \( \mu \) is the transition (partial) function \( S_R \times R \rightarrow S_C \), and \( S_C \times C \rightarrow S_R \).

2) The state persists between event occurrences and changes only as a result of command or response events which may occur at any time; the states do not keep track of time.

Note that the supervisor's discrete and time-independent nature allow supervisor functions to be performed by a machine separate from the controller/planner. The supervisor may also monitor other tasks, respond to operator commands, and intervene in the task at any time.

Interface:

1) Continuously monitors supervisor for commands and plant for manipulator sensor output.
2) Performs planning (inverse kinematics) based on input from the supervisor (working joint information) and plant (trusted sensor information) and uses the desired end effector velocity \( \dot{q}_d \) to compute the desired joint trajectory. Formally, this is a map \( \delta: C \times Y \times \mathbb{R}^n \to \mathbb{R}^n \), where \( \delta(c, y, \dot{q}_d) = \dot{q}_d \) is the nominal input to the controller. Commands \( c \) denote which joints are operational and, for which, motion can be planned.

3) Returns to the supervisor a response based on the last command and the subsequent plant output. Performs fault detection by accepting sensor readings as input from the plant, testing their values using analytical redundancy, and sending failure reports to the supervisor. Formally, this is a map \( \eta: Y \times \mathbb{R}^n \times \mathbb{R}^n \to R \), where \( \eta(y, \dot{q}_e, \dot{q}_d) = r \) is the response to the supervisor. The output can be a response denoting successful completion or fault information.

4) Maps the validated sensor data and nominal trajectory into the plant controller input based on the last observation and any supervisor input. Formally, this is a map \( \varphi: C \times Y \times \mathbb{R}^n \to U \), where \( \varphi(c, y, \dot{q}_d) = (\theta, \dot{\theta}, \dot{q}_d) \) is the validated control data. Supervisor inputs may be information on available redundant sensors or commands to shut down motors.
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