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Abstract – In this paper, performance in terms of Bit Error Rate (BER) and Frame Error Rate (FER) of multi binary turbo codes (MBTC) over Nakagami frequency-nonselective fading channels are presented. The proposed MBTCs consist of the parallel concatenation of two identical 2/3-rate recursive systematic, convolutional (RSC) double binary codes. We choose to model the channel fading with Nakagami-\(m\) distribution since it fits well to the empirical fading data of the current wireless transmission systems. The simulation results show that the MBTCs outperform the classical turbo codes for low-targeted FER (around 10\(^{-4}\)) since their error-floor is negligible.
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I. INTRODUCTION

The multi-binary turbo-codes (MBTC) recently proposed by C. Douillard and C. Berrou [1], outperform the classical turbo-codes discovered in 1993 by C. Berrou, A. Glavieux and P. Thitimajshima [2]. Indeed they show in [1] that parallel concatenation of \(r\)-input binary RSC codes offers several advantages compare to single-input-binary TCs over additive white Gaussian noise channel (AWGN) especially for their very low error-floor. In this paper we investigate performance of the MBTC codes over fading channels. The fading phenomenon occurs in radio transmission channels and it is due to the presence of multiple paths that vary during the transmission, [3]. The transmission scheme that we considered in this paper is shown in Fig.1. The input-output relation of the transmission can be expressed as:

\[
y_k = \alpha_k \cdot x_k + w_k,
\]

where \(x_k\) and \(y_k\) are the transmitted and received data at time \(k\), respectively; the parameter \(\alpha_k\) is a random value which characterizes the fluctuations from symbol to symbol (fast fading) or from block to block (block fading) [4]. Its distribution determines the channel type: Rayleigh, Rice or Nakagami.

At the output of the encoder, the binary encoded sequence \(\{u_k\}\) is mapped into a binary phase shift keying (BPSK) modulation. The resulting sequence \(\{x_k\}\) is normalized such that it has unitary variance. The noise samples \(w_k\) are assumed to be zero-mean i.i.d., Gaussians with a variance equal to \(w_k^2\). This variance can be expressed as [5]:

\[
w_k^2 = \frac{1}{2 \cdot 10^{\frac{SNR}{10}}},
\]

where \(SNR\) represents the signal-to-noise ratio in decibels.

Then, the coefficient \(\alpha_k\) is equal to:

\[
\alpha_k = \sqrt{\frac{\gamma}{SNR}},
\]

where \(\gamma\) is a Nakagami distributed random variable.

The Nakagami-\(m\) distribution models well the fading in physical radio channels [6]. Through the parameter \(m\), the Nakagami distribution can model various fading conditions that range from severe to moderate.

A new accurate random number generator for Nakagami \(m\) distribution has been recently proposed in [5]. We use it to evaluate the behavior of the MBTCs over Nakagami flat fading channel. The simulation results are compared to the classical TCs. The paper is organized as follows.
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In Section II the general scheme of the multi input convolutional encoder is presented. Section III describes the multi binary turbo-encoding scheme, and the advantages of this construction compared with the classical TCs. Some implementation issues are discussed in Section IV. Simulation results and some conclusions are presented in Sections V and VI.

II. MULTI BINARY CONVOLUTIONAL ENCODER

The main novelty of the MBTC compare to TC is the use of encoders with multiple inputs as component codes [1]. The general scheme of a multi input encoder (with r/(r+1) rate) is presented in Fig. 2.

Let $S_t = [s_1^t ... s_r^t]$ and $U_t = [u_r^t u_{r-1}^t ... u_1^t]^T$ denote the encoder state and the r-component column input vector at time t, respectively. The full generator matrix of the multi input encoder has the following form:

$$H = \begin{bmatrix}
  h_{r+1,m} & h_{r,m} & ... & h_{1,m} & h_{0,m} \\
  ... & ... & ... & ... & ... \\
  h_{r+1,2} & h_{r,2} & ... & h_{1,2} & h_{0,2} \\
  h_{r+1,1} & h_{r,1} & ... & h_{1,1} & h_{0,1}
\end{bmatrix}$$ (4)

By skipping first and last columns in matrix $H$, i.e. the weights for the redundant bit and the weights for the recursive part, we obtain the matrix $H_0$ as follows:

$$H_0 = \begin{bmatrix}
  h_{r,m} & ... & h_{1,m} \\
  ... & ... & ... \\
  h_{r,2} & ... & h_{1,2} \\
  h_{r,1} & ... & h_{1,1}
\end{bmatrix}$$ (5)

The feedback vector and the output vector have the form:

$$H_R = [h_{0,m} ... h_{0,2} h_{0,1}]$$
$$H_{out} = [h_{r+1,m} ... h_{r+1,2} h_{r+1,1}]$$ (6)

where the operator $(.)^T$ denotes the transpose of a vector.

By using the previous notations, the main equation that describes the encoder depicted in Fig. 2 becomes:

$$\langle S_{t+1} \rangle_{red} = (H_0)_{red} \cdot (U_t)_{red} + (T)_{new} \cdot \langle S_t \rangle_{red}$$ (7)

where the matrix $T$ is defined as:

$$T = \begin{bmatrix}
  0 & 1 & 0 & ... & 0 & 0 \\
  0 & 0 & 1 & ... & 0 & 0 \\
  ... & ... & ... & ... & ... & ... \\
  0 & 0 & 0 & ... & 0 & 1 \\
  h_{0,m} & h_{0,m-1} & h_{0,m-2} & ... & h_{0,2} & h_{0,1} \\
  0_{m-1 \times 1} & I_{m-1} & 0_{1 \times m-1} & H_R \end{bmatrix}$$ (8)

The redundant output is equal to:

$$c^t = H_{out} \cdot S_t + W \cdot S_{t+1}$$ (9)

where the vector W is the all-zero vector save its last entrie which is equal to 1: $W = [0 \ 0 \ ... \ 0 \ 1]_{dom}^T$.

Fig. 2 Multi input convolution encoder – general scheme.
Throughout the paper, we consider a 16-state duo binary encoder, which has a larger minimum distance than an 8-state duo binary encoder. Therefore, we expect very good performance especially for low FER. Among the 16-state duo binary codes, we select the code with generator polynomials \([11 11 1 12]\), which has been proposed in [1]. The memory of the encoder \(m\) is equal to 4 as shown in Fig. 3. For this particular code, the vectors \(S^T\) and \(U^T\) defined in Section II are equal to:

\[
S^T = \begin{bmatrix} s'_4 & s'_3 & s'_2 & s'_1 \end{bmatrix}^T \quad \text{and} \quad U^T = \begin{bmatrix} u'_2 & u'_1 \end{bmatrix}^T
\]

and Equation (5) becomes:

\[
H = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 0 \end{bmatrix} = [11 11 1 12]_{16}
\]

We expressed here the matrix \(H\) in a compact form where each column of \(H\) is represented by a decimal value corresponding to its binary column-vector.

Therefore, we have:

\[
H_0 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \\ 1 & 0 \\ 1 & 1 \end{bmatrix}, \quad H_R = [1 1 0 0], \quad H_{out} = [1 0 1 1]
\]

The relations (7) and (8) can be rewritten as:

\[
(S_{t+1})_{4k} = (H_0)_{4k} \cdot (U_t)_{2k} + (T)_{4k} \cdot (S_t)_{4k}
\]

with: \(T = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 \end{bmatrix}\)

This particular duo binary convolutional encoder is used for both constituent codes of the multi binary turbo encoder that we proposed in the next section.

### III. MULTI BINARY TURBO CODES

In this section, we propose a multi-binary turbo-code based on the parallel concatenation of two duo-binary convolutional encoders that have been described in the previous section. The main advantage of the multi-binary turbo-codes versus Turbo-codes is their minimum distance, which is in general larger than classical TC.

First we investigate the interleaver design for proposed the MBTC.

A parallel concatenation of two identical \(r\)-ary RSC encoders with an \(r\)-bit-word interleaver (\(\Pi\)) is presented in Fig. 4.

For example, suppose that we indexed two input sequences of 5 binary words each (\(r=2\)) as they are entering into the corresponding encoder. At the output of the \(r\)-bit-word interleaver, we observe:

\[
\{(1,3,5,7,9),(2,4,6,8,10)\} \longrightarrow u(\{(5,1,9,3,7),(6,2,10,4,8)\})
\]

Blocks of \(k\) bits (\(k\) being a multiple of \(r\)) are encoded twice by the bi-dimensional code, whose rate is \(r/(r+2)\), to obtain a multi binary turbo encoder scheme in Fig. 4.

Fig. 3 The scheme of the 16-state duo binary encoder with \(H=[11 11 1 12]\).
In order to increase the minimum distance of the proposed code, we propose to use an additional symbol permutation for the 16-state duo-binary turbo code. The permutation parameters have been carefully chosen in order to maximize the minimum distance [1].

The permutation function \( i = \Pi(j) \), is done in two steps.

For \( j = 0, \ldots, N-1 \):

Step 1: the intra-symbol interleaver swaps \( r_{j,1} \) and \( r_{j,2} \) if \( j \mod 2 = 0 \). Otherwise, no action is taken.

Step 2: the mapping of intersymbol interleaver is given by:

\[
i = (P \times j + Q(j) + 3) \mod N, \text{ with }
\]

\[
Q(j) = 0 \quad \text{if} \quad j \mod 4 = 0 \\
Q(j) = Q_1 \quad \text{if} \quad j \mod 4 = 1 \\
Q(j) = 4Q_0 + Q_2 \quad \text{if} \quad j \mod 4 = 2 \\
Q(j) = 4Q_0 + Q_3 \quad \text{if} \quad j \mod 4 = 3
\]

with: \( P=35, Q_0=1, Q_1=4, Q_2=4, Q_3=12 \). (10)

V. IMPLEMENTATION ISSUES

We decode the received sequence with the iterative decoding algorithm proposed in [7]. In this algorithm, computation of logarithms is required. To tackle this important issue, two approximations have been proposed in the literature [8]: 1) the logarithmic function is approximated by few values that are stored in a look-up table (LUT) of moderate size, 2) MaxLog-MAP [8] for which the log-function is approximated by the max function with some properly chosen offset coefficient. We choose the second solution for its robustness to fixed-point implementation. Interestingly, this algorithm converges slightly faster than the original MAP decoding algorithm [9].

In this section, we evaluate the performance loss due to the Max Log MAP approximation for the MBTCs over AWGN channel.

Fig. 5 shows the FER performance of the rate-1/2: double binary 16-state TC as a function of SNR with both implementations: full MAP decoding algorithm [9] and the Max-Log-MAP decoding algorithm [8]. We consider a block size of 188 information bytes. For low SNR, the loss does not exceed 0.1 dB. Interestingly, for low FER (smaller than 10⁻⁵), the loss becomes negligible.

It is worth noting that the performance loss due to the MaxLogMAP approximation is smaller for MBTC than for the classical TCs [1].

V. EXPERIMENTAL RESULTS

We consider the following setup for our simulations in Fig.6. The considered MBTC consists of the parallel concatenation of two identical rate 2/3 recursive, systematic, convolutional code (RSC), 4-memory \( H=[11 11 1 12] \), duo-binary codes. The trellis of the first encoder is closed at zero and the trellis of the second encoder is unclosed. The rate of the duo-binary turbo code rate is equal to \( 1/2 \). It is worth noting that no puncturing is needed. We used the interleaver described in the previous paragraph.

The data block length, \( k=2\cdot N \), is equal to 188 bytes=2×752 bits. In our simulation we assume QPSK signaling with perfect channel phase recovery at the receiver. As mentioned in the previous section, we used the Max-Log-MAP version of the decoding algorithm [9]. The extrinsic information is less reliable, especially at the beginning of the iterative process. A more robust approach consists in scaling the extrinsic information with a scaling factor smaller than 1.0. The best observed performance is obtained for a scaling factor of 0.75 [10]. A maximal number of 15 iterations with a stopping criterion are used.

The transmission channel that we considered in our simulations is the \( m \)-Nakagami time selective channel. The performance of MBTC for Nakagami flat fading channels with \( m>1 \) are upper bounded by the performances over Rayleigh channel (which corresponds to the Nakagami flat fading channel with
$m=1$, i.e. the most time-selective channel) and lower bounded by static channels (which corresponds to the Nakagami flat fading channel with $m=\infty$, i.e. time non-selective channel). We compare the performance of the proposed MBTC to the Shannon limit. For Gaussian inputs, the channel capacity for Nakagami flat fading channel with parameter $m$ is given by Equation (6) in [11]. For binary inputs, achievable rate can be found in [12] for the particular cases: $m$ equal to 1 (Rayleigh ading) and $m$ equal to $\infty$ (no fading, AWGN channel).

In Fig.6, we show that MBTC perform well over time-selective channels even for moderate codeword length (in our case, the codeword size is 1504 bits). Indeed, the performance loss from $m=\infty$ to $m=1$ does not exceed 3 dB for any FER and BER whereas the theoretical loss given by the Shannon limits is about 1.6 dB. This moderate additional loss is due to the fact we are using small codeword size.

In [1], the authors show by simulation that MBTC outperform classical TC over AWGN channel. We propose a similar comparison over Nakagami channels in Fig.7.

In Fig.7, we considered for all TCs a data block length $k$ equal to 1504 bits, a rate $R=1/2$ and a fading parameter $m=5$ (severe time-selective channel). Thanks to the stopping criterion, the average number of iterations is about 3 iterations for a maximum number of iterations of 15. We assume QPSK modulation. For FER greater than $10^{-5}$, performance of TCs and MBTCs are similar. Interestingly, for very low FER (let say roughly smaller than $10^{-5}$), MBTCs do not exhibit any error floor to the contrary of the TCs thanks to their large minimum distance. This feature is particularly interesting in future wireless high data rate systems where high quality of service is required.

VI. CONCLUSIONS

In this paper we presented the BER and FER performance for 1/2-rate MBTC based on the Max-Log-MAP approximation over the $m$- Nakagami time selective channel. The channel models with Nakagami flat fading cover a large scale of practice situations from no time selectivity (AWGN channel) to very severe time selectivity (Rayleigh channel). By
simulations we show that MBTC performs well over time-selective channels even for moderate codeword length (in all simulations we assumed a codeword size of 188 bytes). In a future work, it would be interesting to evaluate the impact of the channel estimation error on the performance.
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