Signal-dependent time-frequency analysis using a radially Gaussian kernel
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Abstract. Time-frequency distributions are two-dimensional functions that indicate the time-varying frequency content of one-dimensional signals. Each bilinear time-frequency distribution corresponds to a kernel function that controls its cross-component suppression properties. Current distributions rely on fixed kernels, which limit the class of signals for which a given distribution performs well. In this paper, we propose a signal-dependent kernel that changes shape for each signal to offer improved time-frequency representation for a large class of signals. The kernel design procedure is based on quantitative optimization criteria and two-dimensional functions that are Gaussian along radial profiles. We develop an efficient scheme based on Newton's algorithm for finding the optimal kernel; the cost of computing the signal-dependent time-frequency distribution is close to that of fixed-kernel methods. Examples using both synthetic and real-world multi-component signals demonstrate the effectiveness of the signal-dependent approach - even in the presence of substantial additive noise. An attractive feature of this technique is the ease with which application-specific knowledge can be incorporated into the kernel design procedure.


Résumé. Les distributions temps-fréquence sont des fonctions bi-dimensionnelles qui indiquent le contenu fréquentiel variant dans le temps de signaux mono-dimensionnels. Toute distribution temps-fréquence bilinéaire correspond à une fonction noyau
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1. Introduction

Time–frequency distributions (TFDs) have proven useful for analyzing the time-varying frequency content of a wide variety of signals, including speech, music and other acoustical signals, biological signals, radar and sonar signals, and geophysical signals. Among the representations that have been developed are the TFDs of Cohen's class [9]. Examples include the Wigner distribution, the spectrogram (the squared-magnitude of the short-time Fourier transform), the Choi–Williams distribution [6], and the cone–kernel distribution [24]. A distribution $P(t, \omega)$ from Cohen's class can be interpreted as the two-dimensional Fourier transform of a weighted version of the ambiguity function (AF) of the signal

$$P(t, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(\theta, \tau) \Phi(\theta, \tau) \times e^{-j\theta t - j\omega \tau} \, d\theta \, d\tau,$$

where $A(\theta, \tau)$ is the AF of the signal $s(t)$, given by

$$A(\theta, \tau) = \int_{-\infty}^{\infty} s\left(t - \frac{\tau}{2}\right)s\left(t + \frac{\tau}{2}\right) e^{j\theta t} \, dt. \quad (2)$$

The weighting function $\Phi(\theta, \tau)$ is called the kernel; it determines the specific properties of the distribution. The product $A(\theta, \tau) \Phi(\theta, \tau)$ is known as the characteristic function.

The AF is a bilinear functional of the signal, so it exhibits cross-components [13], which, if allowed to pass into $P(t, \omega)$, can reduce auto-component resolution, obscure the true signal features, and make interpretation of the distribution difficult. Therefore, the kernel is often selected to weight the AF such that the auto-components, which are centered at the origin of the $(\theta, \tau)$ ambiguity plane, are passed, while the cross-components, which are located away from the origin, are suppressed [10, 13]. That is, in order to suppress cross-components, $\Phi(\theta, \tau)$ should be the frequency response of a two-dimensional lowpass filter. There is a tradeoff between cross-component suppression and auto-component concentration: generally, as the passband region of the kernel is made smaller, the amount of cross-component suppression increases, but at the expense of auto-component concentration.

For a given class of signals, a TFD will be said to offer good performance if, for each signal in the class, it achieves a high degree of both cross-component suppression and auto-component concentration and provides an accurate representation of the time–frequency content of the signal. An important practical and theoretical goal of time–frequency analysis is to define a TFD that attains good performance for a large class of different signals.

Although cross-components are a great nuisance when the visual appearance of a TFD is important, they do provide important information on the relative phases of components in a multicomponent signal.
Traditionally, TFDs have employed fixed kernels, with fixed passband and stopband regions. However, specification of a fixed kernel limits the class of signals for which the time-frequency representation performs well. That is, given any fixed kernel, it is always possible to find signals with either significant cross-component energy in the passband of the kernel, or significant auto-component energy in the stopband of the kernel. The same limitation exists for the class of fixed-kernel, bilinear time-scale distributions, which includes the squared magnitude of the continuous wavelet transform [11].

The limitations of fixed-kernel TFDs can be illustrated with two example signals. The first is the sum of two short Gaussian pulses,

$$s_1(t) = e^{-a(t-T_0)^2} + e^{-a(t+T_0)^2},$$

with $a = 0.25$ sec$^{-2}$ and $T_0 = 5$ sec. The second is the sum of two linear-FM ‘chirp’ signals,

$$s_2(t) = e^{-a(t+T_0)^2 + j\omega(t+T_0)^2 - j\omega_0(t+T_0)} + e^{-a(t-T_0)^2 + j\omega(t-T_0)^2 - j\omega_0(t-T_0)},$$

with $a = 0.004$ sec$^{-2}$, $\omega = 0.025$ rad sec$^{-2}$, $T_0 = 3.5$ sec, $\omega_1 = 1.72$ rad sec$^{-1}$ and $\omega_2 = 1.42$ rad sec$^{-1}$. Both signals are sampled once per second for computational purposes. Signal $s_1(t)$ is shown in Fig. 1(a); the real part of $s_2(t)$ is shown in Fig. 1(b). The AFs of these signals are given in Figs. 1(c) and 1(d). Note the locations of the auto- and cross-components.

The kernel of the Wigner distribution is constant

$$\Phi_W(\theta, \tau) = 1,$$

so both auto- and cross-components are passed from the AF into the TFD without attenuation. The Wigner distributions of the example signals are shown in Fig. 2; although the auto-components are highly concentrated, there are large cross-components.

The exponential kernel of the Choi-Williams distribution,

$$\Phi CW(\theta, \tau) = e^{-\theta^2 \tau / \sigma},$$

is large along both the $\theta$ and $\tau$ axes (see Fig. 3(a)). Thus, it performs well for signals whose AF auto-components lie along these axes. This is the case with, for example, the pulse signal of Fig. 1(a). In the Choi-Williams distribution of this signal (see Fig. 3(b)), the cross-components are suppressed at the expense of some smearing and shouldering of the auto-components. The Choi-Williams distribution performs poorly, however, for signals whose AF auto-components do not lie along the $\theta$ and $\tau$ axes. For example, signals with substantial frequency modulation are poorly represented (see Fig. 3(c)), because the kernel severely truncates the auto-components of such signals.

The cone-kernel is given by

$$\Phi_c(\theta, \tau) = \begin{cases} 2a^2 \sin(\theta |\tau| a^{-1}) / \theta, & |\tau| \leq \beta, \ a \geq 2, \\
0, & \text{otherwise} \end{cases}$$

and is shown in Fig. 4(a). The time-frequency representation of the cone-kernel distribution is excellent for pulse-like signals whose AF auto-components lie near the $\theta$ axis (see Fig. 4(b)), but
Fig. 2. Wigner distributions of (a) the pulse and (b) the chirp signals of Fig. 1. The Wigner kernel is $\Phi_\omega(\theta, \tau) = 1$, so the distribution is simply the two-dimensional Fourier transform of the AF. Note the large cross-components that appear midway between the auto-components.

Fig. 3. (a) Equal-energy contour plot of the Choi-Williams kernel for $\sigma = 10$. (b) Choi-Williams distribution of the pulse signal of Fig. 1(a). Since the AF auto-components of this signal lie along the $\theta$ axis and the cross-components lie off the $\theta$ axis (see Fig. 1(c)), the auto-components are passed into the TFD, while the cross-components are suppressed. (c) Choi-Williams distribution of the chirp signal of Fig. 1(b). The AF auto-components line up with neither the $\theta$ nor the $\tau$ axis (see 1(d)) and so are truncated.

poor for some chirp signals, as evidenced by Fig. 4(c).

The spectrogram kernel is related to the AF of the analysis window $w(t)$, by [7]

$$\Phi_s(\theta, \tau) = \int_{-\infty}^{\infty} w^*(t-\frac{\tau}{2})w(t+\frac{\tau}{2})e^{-j\theta t} \, dt.$$  

(8)

The time-frequency representation is excellent for signal components that resemble the window [10], but all mismatched components are distorted. Figure 5 shows the spectrogram kernel and spectrograms of the example signals computed using a Gaussian window of length similar to the effective length of the signal components of $s_i(t)$. If the analysis window of the spectrogram, and hence the
kernel, is matched to one of the signal components, the result is called the matched-filter spectrogram. As Fig. 5(b) shows, the matched-filter technique can yield excellent results. However, the technique works for only one type of signal component, plus requires a priori knowledge of the form of the component. Mismatch between the window and other signal components can result in severe distortion of the representation, as in Fig. 5(c).

The two example signals differ only in their orientation in time-frequency (compare Figs. 2(a) and 2(b)), yet none of the aforementioned TFDs perform adequately for both. The fundamental limitation of fixed kernel TFDs should now be clear: a fixed kernel yields good performance only for certain configurations of AF auto- and cross-components, and thus only for a limited class of signals. Since the locations of the auto- and cross-components depend on the signal to be analyzed, we expect to obtain good performance for a broad class of signals only by using a signal-dependent kernel. A signal-dependent kernel can provide a good time-frequency representation by adjusting its shape to pass auto-components and suppress cross-components, regardless of their shape and orientation.

Several previous authors have recognized the need for signal-dependent kernels. The adaptive spectrogram representation for speech signals developed by Glinski adapts the window based on a segmentation (provided by the user) of the signal into pitch periods [12]. Nuttall designs a kernel composed of Gaussian components based on information that the user provides after viewing the Wigner distribution [21]. Jones and Boashash adapt the modulation rate of a fixed window to match an estimate of the signal's instantaneous frequency [15]. Kadambe, Boudreaux-Bartels and Duvaut utilize an adaptive filtering technique coupled with AR modeling and clustering to design...
kernels [19]. Optimal smoothing kernels are considered by Andrieux et al., but only for simple signals of the form \( s(t) = e^{j\omega t} \), and only for the restrictive class of Gaussian kernels [1]. Jones and Parks develop a technique using Gaussian kernels which vary with time and frequency to maximize a local measure of signal-energy concentration [16, 17]. It often works well but is quite computationally expensive. These efforts constitute the present state of the art of signal-dependent time-frequency analysis. While meritorious for demonstrating the potential of signal dependency, each of these approaches suffers from one or more substantial drawbacks; each either requires human intervention, is ad hoc, excessively restricts the class of allowable kernels, or is computationally expensive.

We propose a new procedure for selecting a signal-dependent kernel. Given a signal, the method automatically designs a kernel that is optimal with respect to a set of performance criteria that attempt to capture, mathematically, the kernel properties that lead to good performance. Since we consider a large class of kernels, good performance is expected for a wide range of signals. Moreover, the computational complexity of the procedure is close to that of fixed-kernel techniques.

This paper is organized as follows. In the next section, we present an optimization-based design procedure for a signal-dependent kernel. In Section 3 we derive an efficient algorithm to solve the optimization problem. Examples that demonstrate the effectiveness of the signal-dependent approach are given in Section 4. In Section 5 we propose extensions to the optimization formulation to incorporate application-specific knowledge about the signal being analyzed. A discussion and conclusion are offered in the final section.
2. Optimal kernel design

In order to find the bilinear TFD that provides the 'best' time-frequency representation for a given signal, we formulate the signal-dependent kernel design procedure as an optimization problem. The problem formulation requires a class of two-dimensional kernel functions from which the optimal kernel is chosen, and a performance index that measures the quality of the time-frequency representation with respect to criteria deemed important by the designer. The kernel maximizing the value of the performance measure is selected as the optimal kernel for the signal.

The class of kernels will be specified by a set of constraints. We must ensure that it contains a great enough variety of kernel shapes to provide good performance for all signals of interest in a given application. Worth considering are constraints that force the kernel to be smooth, suppress cross-components [10], satisfy the time and frequency marginal distributions [6], preserve the time or frequency support of the signal [24], or satisfy Moyal's formula [9]. The performance measure will be chosen to yield a tractable optimization problem that can be solved efficiently. One example of a useful performance index is a measure of the signal-energy concentration of the TFD [16, 17].

2.1. The 1/0 optimal kernel method

An example of a method for optimal signal-dependent kernel design is discussed in [2, 5]. In those papers, the constraints force the kernel to be bounded, radially nonincreasing, and of finite volume - a two-dimensional lowpass filter - while the performance index measures the energy passed from the AF into the TFD. The optimal kernel yields excellent results for a variety of signals; the optimal-kernel TFDs for the signals discussed in the Introduction are given in Fig. 6. A fundamental property of this technique is that the optimal kernel is essentially a 1/0 mask, and hence can introduce ringing into the TFD. In applications where ringing is objectionable, suboptimal tapering of the kernel is necessary (the TFDs of Fig. 6 were prepared with such tapering). In this paper, we formulate a new kernel design procedure using radially Gaussian functions [3]. This class of kernels is inherently tapered and may potentially yield more desirable results for many signals.

2.2. Radially Gaussian kernels

An attractive alternative to the 1/0 kernel should possess the following properties: it should be low-pass to suppress cross-components and noise in the TFD, it should be smooth to reduce ringing artifacts in the TFD, and it should take a functional form for which an optimization problem can be easily solved (for example, a gradient ascent optimization procedure requires existence of the first partial derivatives of the kernel).

A functional form that satisfies all of the above requirements is a radially Gaussian kernel. A radially Gaussian kernel is a two-dimensional function that is Gaussian along any radial profile

$$\Phi(\theta, \tau) = e^{-\theta^2 + \tau^2 / 2 \sigma^2(\psi)}.$$  \hspace{1cm} (9)

The function $\sigma(\psi)$ controls the 'spread' of the Gaussian at radial angle $\psi$; we will call $\sigma(\psi)$ the spread function. The angle $\psi$ is measured between

Fig. 6. 1/0 optimal kernel TFDs of the example signals of Fig. 1. Details of the computation of this signal-dependent time-frequency representation are given in [2, 5].
the radial line through the point \((\theta, \tau)\) and the \(\theta\) axis,

\[
\psi = \arctan \frac{\tau}{\theta}.
\]  

The spread function determines the basic shape of the equal-energy contours of its corresponding kernel. Clearly, if \(\sigma(\psi)\) is smooth, then \(\Phi(\theta, \tau)\) is also smooth. A radially Gaussian kernel is a generalization of a two-dimensional lowpass Gaussian kernel. However, while the basic contour shape of a Gaussian must be elliptical, the basic contour shape of a radially Gaussian kernel is arbitrary. An example of a spread function and its corresponding radially Gaussian kernel is given in Fig. 7.

Fig. 7. (a) A spread function \(\sigma(\psi)\) and its corresponding radially Gaussian kernel \(\Phi(\theta, \tau) = e^{-\left(\psi^2 + \tau^2 + 2\psi\tau\cos(\psi)\right)}\) in (b) equal-energy contours and (c) three dimensions. The spread function controls the spread of the kernel at angle \(\psi = \arctan \tau/\theta\).

It is natural to express radially Gaussian kernels in polar coordinates\(^3\) using \(r = \sqrt{\theta^2 + \tau^2}\) as the radius variable,

\[
\Phi(r, \psi) = e^{-r^2/2\sigma^2(\psi)}.
\]  

2.3. Continuous-time optimization formulation

Since the shape of a radially Gaussian kernel is completely parameterized by the one-dimensional function \(\sigma(\psi)\), finding the optimal radially Gaussian kernel for a signal is equivalent to finding the optimal spread function \(\sigma_{opt}(\psi)\) for the signal. Therefore, given a signal, we define the optimal

\(^3\) In the sequel, \((\theta, \tau)\) will represent the ambiguity plane in rectangular coordinates, while \((r, \psi)\) will represent polar coordinates.
kernel $\Phi_{\text{opt}}$ as the radially Gaussian function whose spread function $\sigma_{\text{opt}}(\psi)$ solves the following optimization problem:

$$\max_{\psi} \int_0^{2\pi} \int_0^{\infty} |A(r, \psi)\Phi(r, \psi)|^2 r \, dr \, d\psi,$$

subject to

$$\Phi(r, \psi) = e^{-r^2/2\sigma^2(\psi)},$$

$$\frac{1}{2\pi} \int_0^{2\pi} \int_0^{\infty} |\Phi(r, \psi)|^2 r \, dr \, d\psi \leq a,$$

$$a \geq 0,$$

where $A(r, \psi)$ is the AF of the signal in polar coordinates. The constraint (13) limits the scope of the optimization to the class of radially Gaussian kernels; the constraint (14) limits the volume of the optimal kernel (we derive guidelines for the choice of the volume parameter $a$ in the next section). The special structure of the radially Gaussian kernels permits a simplification of (14) to an equivalent volume constraint,

$$\frac{1}{2\pi} \int_0^{\pi} \sigma^2(\psi) \, d\psi \leq a.$$

Also, since the AF is symmetric about the origin, that is,

$$|A(r, \psi)|^2 = |A(r, \psi + \pi)|^2,$$

$\sigma_{\text{opt}}(\psi)$ must be determined only on the interval $0 \leq \psi < \pi$.

The constraints (13)–(15) and performance measure (12) are formulated so that the optimal kernel passes auto-components and suppresses cross-components. The constraints force the optimal kernel to be a lowpass filter of fixed volume $a$. As discussed in the Introduction, lowpass kernels are desirable, because the AF auto-components are centered at the origin of the ambiguity plane, while the cross-components tend to lie away from the origin [10, 13].

The constraints do not dictate the exact shape of the passband of the optimal radially Gaussian kernel; its shape is determined by maximizing the performance measure. Clearly, in order to maximize the performance measure, $\Phi(r, \psi)$ should be large where $A(r, \psi)$ is large, regardless of whether the peaks correspond to auto- or cross-components. However, assuming that the auto- and cross-components are somewhat separated in the ambiguity plane, the radially Gaussian constraint imposes a penalty on kernels whose passbands extend over cross-components. Kernels having large spread in the direction of cross-components must waste precious kernel volume over the regions between the auto- and cross-components, where $|A(r, \psi)|^2$ and thus also the $|A(r, \psi)\Phi(r, \psi)|^2$ contribution to the performance measure is small. Hence, the optimization formulation favors kernels that pass the components concentrated at the origin – precisely the auto-components.

By the same reasoning, we infer that the performance of this kernel design technique deteriorates for signals whose AF auto- and cross-components overlap considerably. However, for this class of signals all current methods of time–frequency analysis fail without a fortuitous conjunction of auto-components and kernel passband.

Note that the performance measure and constraints are radially symmetric and, hence, insensitive to the orientation angle of the signal components in the ambiguity or time–frequency planes. Furthermore, it is straightforward to show that the formulation is insensitive to the time scale of the signal. We show this in Appendix A.

The optimization problem (12)–(15) is formulated strictly to find the kernel that optimally passes auto-components and suppresses cross-components. Other constraints that result in additional kernel properties are considered in Section 5.

Conceptually, the computation of the optimal kernel TFD involves first finding the AF of the signal in polar coordinates. The optimization problem (12)–(15) is then solved for the optimal spread function $\sigma_{\text{opt}}(\psi)$, which determines the optimal radially Gaussian kernel $\Phi_{\text{opt}}(\theta, \tau)$. The optimal kernel TFD $P_{\text{opt}}(t, \omega)$ is then computed via (1).
2.4. Kernel volume selection

By controlling the volume under the optimal kernel, the parameter $\alpha$ controls the tradeoff between cross-component suppression and smearing of the auto-components. If $\alpha$ is too small, the kernel will induce excessive smearing of the auto-components. If $\alpha$ is too large, extra kernel volume will be available to extend over the cross-components, and little cross-component suppression will result. While the exact value of $\alpha$ is application-dependent, we offer some guidelines for its selection in this section.

A reasonable lower bound for $\alpha$ is the volume of a spectrogram kernel, since there appear to be few benefits gained from more smoothing [18]. Since the spectrogram kernel is the AF of the analysis window, its volume is easily calculated. Assuming that the window has unit energy yields

$$
\frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\Phi_s(\theta, \tau)|^2 \, d\theta \, d\tau = |\Phi_s(0,0)|^2 = 1. \quad (17)
$$

A lower bound for the kernel volume parameter is, therefore,

$$
\alpha \geq 1. \quad (18)
$$

We can derive a heuristic upper bound for $\alpha$ by computing the amount of smearing in the TFD for a simple Gaussian mono-component signal

$$
s(t) = \frac{1}{\sqrt{4\pi}} e^{-t^2/2}. \quad (19)
$$

The AF and optimal kernel of volume $\alpha$ for this signal are given by

$$
A(\theta, \tau) = e^{-(\theta^2 + \tau^2)/4},
$$

$$
\Phi_{op}(\theta, \tau) = e^{-(\theta^2 + \tau^2)/4\alpha}. \quad (20)
$$

Using (1), the optimal-kernel TFD for this signal is

$$
P(t, \omega) = \frac{2\alpha}{\alpha + 1} e^{-(\omega^2 + \tau^2)(\alpha/(\alpha + 1))}. \quad (21)
$$

We quantify the amount of smearing in the TFD by computing the radius $r_1$ in the $(t, \omega)$ plane at which this auto-component decays to $e^{-1}$, or 37%, of its peak height

$$
r_1 = \sqrt{\frac{\alpha + 1}{\alpha}} = \sqrt{1 + \frac{1}{\alpha}}. \quad (22)
$$

Since $r_1 = 1$ when no smoothing is performed ($\alpha \rightarrow \infty$), this expression represents a 'smearing index' for any value of $\alpha$. For $\alpha > 1$, we find that essentially no smearing occurs and that there is essentially no benefit to increasing $\alpha$ further. However, for multicomponent signals, kernels with large values of $\alpha$ are more likely to pass extra cross-component energy into the TFD. Therefore, the value of $\alpha$ for which $r_1 = 1.1$ (the 'knee point' in the $r_1$ versus $\alpha$ curve) seems a reasonable upper bound

$$
\alpha \leq 5. \quad (23)
$$

Note that these bounds should be used only as a guide to prevent over- and under-smoothing of the optimal-kernel TFD. The actual value selected for $\alpha$ will depend on the amount of smoothing required for a specific application. In some applications, the signal cross-components are located far out in the ambiguity plane, and values of $\alpha$ considerably larger than 5 can still result in adequate cross-component suppression.

3. Optimal kernel solution

In practice, TFDs are computed at discrete time and frequency locations, so we now formulate the optimization problem by discretizing (12)–(15). With suitably dense sampling, the discrete kernel solution converges weakly to the continuous-time kernel solution.Before presenting the discretized optimization problem and an algorithm to solve it, we first discuss several discretization issues.
3.1. Discretization issues

Efficient computation of the optimal-kernel TFD requires both rectangular and polar coordinate systems. Computation of the optimal kernel will require samples of the AF on a polar grid, while efficient computation of the signal-dependent TFD via a two-dimensional fast Fourier transform (FFT) will require samples of the characteristic function - the AF-kernel product - on a rectangular grid. We now briefly summarize the results of [4], which contains details regarding the discretization grids.

We define the $M \times N$ rectangular sampled AF $A_d(m, n)$ as a uniformly sampled version of the rectangular coordinate continuous AF,

$$A_d(m, n) = A(\theta, \tau)|_{\theta=m\Delta_\theta, \tau=n\Delta_\tau},$$

$$m = -\frac{1}{2}M + 1, \ldots, \frac{1}{2}M,$$

$$n = -\frac{1}{2}N + 1, \ldots, \frac{1}{2}N. \quad (24)$$

The rectangularly sampled kernel and characteristic function are defined similarly. Sampling the continuous AF, kernel, and characteristic function on too coarse a grid could result in loss of important signal information. In [4], we show that if a signal is bandlimited to a frequency $(\pi/2T)$ rad sec$^{-1}$ and sampled every $T$ seconds to create a discrete signal $L$ samples long, then setting

$$M = N = L \quad (25)$$

and

$$\Delta_\theta = \frac{2\pi}{LT}, \quad \Delta_\tau = 2T \quad (26)$$

ensures that no information in the AF is lost upon discretization. Performing this discretization on (2) yields a formula for the direct calculation of the rectangularly sampled AF,

$$A_d(m, n) = T \sum_{k=0}^{L-1} s^\ast (kT - nT) \times s(kT + nT) e^{j2\pi \omega k/L}. \quad (27)$$

This can be efficiently implemented using a series of $L$-point FFTs.

Also in [4], we define the $P \times Q$ polar sampled AF $A_p(p, q)$ as the set of uniformly spaced samples of a scaled version $A'(r, \psi)$ of the polar AF of the signal to be analyzed,

$$A_p(p, q) = A'(r, \psi)|_{r=p\Delta_r, \psi=q\Delta_\psi},$$

$$p = 0, 1, \ldots, P - 1,$$

$$q = 0, 1, \ldots, Q - 1. \quad (28)$$

The AF $A'$ is scaled to have an aspect ratio$^4$ of unity, which ensures the most even distribution of uniformly spaced polar samples in the ambiguity plane. In (28), $p$ and $q$ represent uniformly spaced samples in radius and angle, respectively, while $\Delta_r$ and $\Delta_\psi$ represent the sample step sizes. Reasonable values for the sampling parameters are

$$P = \frac{L}{\sqrt{2}}, \quad Q = \pi L \quad (29)$$

and

$$\Delta_r = 2\sqrt{\frac{\pi}{L}}, \quad \Delta_\psi = \frac{1}{L}. \quad (30)$$

Note that AF samples are required only in the upper half of the ambiguity plane, due to the symmetry relation (16). The polar sampled AF can be computed either directly or using two-dimensional interpolation from a rectangularly sampled AF.

Applying the same sampling conditions to (13) yields the polar sampled radially Gaussian kernel

$$\Phi_p(p, q) = e^{-\rho^2 / 2\sigma^2}, \quad (31)$$

which is parameterized by a positive spread vector $\sigma \in \mathbb{R}^Q$, whose elements correspond to samples of the spread function,

$$\sigma_q = \sigma(q\Delta_\psi). \quad (32)$$

Given a spread vector, the corresponding rectangularly sampled radially Gaussian kernel can be computed by converting each rectangular sample

$^4$ The aspect ratio of the AF is defined as its height to width ratio and is given by $2LT(2\pi/T)^{-1} = LT/\pi$. 
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point \((m, n)\) to equivalent polar coordinates \((r(m, n), \psi(m, n))\):

\[
\Phi_\theta(m, n) = e^{-r^2(m, n)/2\sigma^2(m, n)}.
\]  

(33)

The radius \(r(m, n)\) can be calculated exactly, while the spread function value at angle \(\psi(m, n)\) should be interpolated from the elements of \(\sigma\) to ensure that the kernel remains smooth [4]. The interpolation need not be elaborate – cubic polynomial interpolation works fine in practice.

3.2. Discrete optimization formulation

Performing the discretization of (12), (13) and (15), we define the optimal discrete kernel as the radially Gaussian function whose spread vector \(\sigma_{\text{opt}}\) solves the following optimization problem, which we write in standard optimization notation:

\[
\max_{\sigma \geq 0} f(\sigma),
\]

(34)

subject to

\[
\|\sigma\|^2 \leq \gamma^2,
\]

(35)

where

\[
f(\sigma) = \sum_{q=0}^{Q-1} \sum_{p=0}^{P-1} p|A_\psi(p, q)|^2 e^{-(p\Delta_p)^2/\sigma_q^2},
\]

(36)

\[
\|\sigma\|^2 = \sum_{q=0}^{Q-1} \sigma_q^2,
\]

(37)

and

\[
\gamma = \sqrt{2\pi \alpha \Delta_\psi}.
\]

(38)

The expression \(\sigma \geq 0\) should be interpreted as a component-wise inequality. In the next section we propose an efficient algorithm to solve this constrained nonlinear programming problem in variables \(\sigma_q\).

Solving this problem determines the optimal radially Gaussian kernel \(\Phi_{\text{opt}}\). Computation of the kernel on a rectangular grid and multiplication by the rectangularly sampled AF yields the characteristic function, whose two-dimensional FFT is the discrete optimal kernel TFD.

3.3. The step-project ascent algorithm

Define the feasible set of the optimization (34)–(35) as

\[
\mathcal{F} = \{\sigma \in \mathbb{R}^Q : \|\sigma\|^2 \leq \gamma^2, \sigma \geq 0\}.
\]

(39)

Stated in words, the goal of the optimization is to find the vector \(\sigma_{\text{opt}} \in \mathcal{F}\) that maximizes \(f(\sigma)\).

The step-project algorithm is motivated by the concept of steepest ascent [20], a well known iterative technique for solving unconstrained optimization problems. Denoting the estimate of the solution to (34)–(35) at iteration \(k\) by \(\sigma(k)\), a steepest ascent step takes the form

\[
\text{Step: } \sigma(k+1) = \sigma(k) + \mu(k) \nabla f(k),
\]

(40)

where \(\mu(k) > 0\) is the step size and \(\nabla f(k)\) is the gradient of \(f\) evaluated at the point \(\sigma(k)\)

\[
\nabla f(k) = \left[ \frac{\partial f}{\partial \sigma_0(k)}, \ldots, \frac{\partial f}{\partial \sigma_{Q-1}(k)} \right]^T,
\]

(41)

\[
\frac{\partial f}{\partial \sigma_q(k)} = 2\Delta_q^2 \sum_{p=0}^{P-1} p|A_\psi(p, q)|^2 e^{-(p\Delta_p)^2/\sigma_q^2(k)}.
\]

(42)

The iteration (40) does not lead to a solution of the constrained problem (34)–(35). Since \(\nabla f(k) \geq 0\) (see (42) and recall that \(\sigma \geq 0\)), the value \(\|\sigma(k)\|^2\) will increase each iteration, eventually violating the norm constraint (35). However, if \(\sigma(k)\) is rescaled every iteration by projecting it back onto \(\mathcal{F}\),

\[
\text{Project: } \sigma(k+1) \leftarrow \sigma(k+1) \frac{\gamma}{\|\sigma(k+1)\|},
\]

(43)

a convergent algorithm results. This rescaling changes the volume, but not the basic shape, of the kernel corresponding to \(\sigma(k+1)\). Readers familiar with the gradient-projection algorithm [23] will notice a strong similarity to that method.

Contained in [4] is a procedure for selecting the iteration step size \(\mu(k)\). The procedure ensures that the progression of iterations satisfies a set of technical conditions similar to the well-known Goldstein–Armijo principle [20]. These conditions
are used in [4] to prove that the step-project algorithm is globally stable; that is, it is guaranteed to converge to a local maximum of \( f(\sigma) \) from any feasible initial starting point \( \sigma(0) \). It is important to note that global stability does not guarantee that the algorithm will find the global maximum of \( f(\sigma) \). The nonlinear performance surface defined by (36) has been demonstrated to possess local maxima for some signals. While potentially this is a problem, in practice this method has always converged to good solutions.

Each iteration of the step-project algorithm involves \( O(PQ) \) computations, so the total cost of finding the optimal spread vector is \( O(PQi) \), where \( i \) is the number of iterations required for adequate convergence. For all of the examples we have considered, the value of \( i \) has been bounded approximately by \( 5 \leq i \leq 30 \).

3.4. Enhanced algorithm using Newton iteration

Like all steepest-ascent algorithms, the convergence order of the step-project algorithm is unity. Application of Newton’s algorithm would increase the convergence order to two, but could destroy the global stability property – Newton’s algorithm is guaranteed to converge to a solution \( \sigma_{\text{opt}} \) only when started ‘close enough’ to \( \sigma_{\text{opt}} \). To increase the speed of convergence without sacrificing stability, we employ a hybrid algorithm: the step-project algorithm is run for a fixed number of iterations (say 5–10) to get ‘close’ to a solution, then Newton’s algorithm is applied to ‘zero in’ quickly.

Newton’s algorithm is usually derived for unconstrained optimization problems. To incorporate the constraint\(^5\) (35), we introduce a Lagrange multiplier \( \lambda \), define the Lagrangian as

\[
I(\sigma, \lambda) = f(\sigma) + \lambda \left( \|\sigma\|^2 - \gamma^2 \right),
\]

and solve

\[
\max_{\sigma, \lambda} I(\sigma, \lambda).
\]

\(^5\) The volume constraint can be assumed to be an equality constraint, since it is easily shown that the solution to (34)-(35) lies on the surface of \( \mathcal{F} \).

Defining

\[
h(\sigma) = \|\sigma\|^2 - \gamma^2,
\]

Newton’s algorithm solves (45) by recursively solving a linearized version of the first-order necessary conditions for a maximum [20, p. 431],

\[
V I(\sigma, \lambda) = 0,
\]

\[
h(\sigma) = 0.
\]

Letting \( \sigma(k) \) and \( \lambda(k) \) represent estimates of the solution to (47) at iteration \( k \), we obtain new estimates using

\[
\sigma(k+1) = \sigma(k) + d(k),
\]

\[
\lambda(k+1) = \lambda(k) + y(k).
\]

The steps \( d(k) \) and \( y(k) \) are computed by solving the following matrix equation, obtained by applying Taylor’s theorem to (47):

\[
\begin{bmatrix}
L(k) & V h(\sigma(k)) \\
V h(\sigma(k))^T & 0
\end{bmatrix}
\begin{bmatrix}
d(k) \\
y(k)
\end{bmatrix}
= \begin{bmatrix}
-\nabla I(\sigma(k), \lambda(k)) \\
-h(\sigma(k))
\end{bmatrix}.
\]

Here \( L(k) \) is the Hessian matrix of second partial derivatives of the Lagrangian (44) at iteration \( k \), and is given by

\[
L(k) = F(k) + 2\lambda(k)I,
\]

with \( F(k) \) being the Hessian of the performance index (36) and \( I \) being the identity matrix. The elements \( F_{ij}(k) \) of \( F(k) \) are obtained by differentiating (42),

\[
F_{ij}(k) = \frac{\partial^2 f}{\partial \sigma_i(k) \partial \sigma_j(k)}
\]

\[
= \begin{cases}
\frac{2\Delta^2}{\sigma_i^4(k)} \sum_{p=1}^{P-1} \left( \frac{p\Delta_q}{\sigma_j(k)} \right)^2 - 3, & i = j, \\
\times p^0 |A_p(p, q)|^2 e^{-(p\Delta_q^2)/\sigma_j(k)}, & i \neq j,
\end{cases}
\]

(51)
The solution to the matrix equation (49) is well defined when the matrix on the left-hand side is negative definite. This is the case when the estimates \( \sigma(k) \) and \( \lambda(k) \) are 'close enough' to a solution.

A potential drawback of Newton's algorithm is high computational cost, since, in general, each iteration requires the inversion of \( L(k) \). Fortunately, from (50) and (51) it is easily seen that \( L(k) \) is diagonal, and hence trivial to invert. Therefore, the overall cost of the combined algorithm employing both step-project and Newton's algorithm iterations remains \( O(PQi) \) (typically, \( i \) lies between 5 and 30). Further details of the Newton's algorithm solution to this problem are given in [4].

4. Examples

In order to compare the optimal-kernel TFDs with the fixed-kernel TFDs discussed in the Introduction, the optimal radial Gaussian kernel was computed using the techniques of the previous section for the pulse and chirp signals of Fig. 1. Sixty-four samples of each signal were analyzed; the volume parameter in each case was set to \( a = 1.4 \). The iterative kernel solution algorithm converged in 11 iterations for both signals. Equal-energy contour plots of the optimal kernels are given in Figs. 8(a) and 9(a); the optimal-kernel TFDs are shown in Figs. 8(b) and 9(b). The cross-components visible in the fixed-kernel TFDs of Figs. 2–5 are virtually eliminated, yet the auto-components are still quite concentrated. The main difference between the present results and the tapered 1/0 optimal-kernel TFDs of Fig. 6 is the absence of ringing.

Lowpass kernels have proven useful for reducing the high noise sensitivity of some bilinear TFDs [8]. The performance of the optimal kernel design procedure under noisy conditions was tested by embedding a signal composed of the sum of two chirp signals that cross in time-frequency in 3 dB SNR (measured as the ratio of the total signal power to the total noise power) additive white Gaussian noise. Sixty-four signal samples were analyzed; the kernel volume parameter was set to \( a = 2 \). Convergence of the iterative algorithm was reached in 16 iterations. Figures 10(a), (b), (c) and (d) illustrate the Wigner, Choi–Williams and cone-kernel distributions and the matched-filter spectrogram (obtained using the noise-free signal as a window) of the noisy signal. The cross-component and noise suppression of the optimal-kernel TFD shown in Fig. 10(e) are excellent, indicating that the kernel design procedure is robust in the presence of significant additive noise. When comparing the optimal-kernel TFD with the matched-filter spectrogram, recall that (unlike the matched-filter spectrogram) the optimal kernel and TFD are computed using no a priori information regarding

Fig. 8. (a) Optimal radially Gaussian kernel of volume \( a = 1.4 \) computed for the pulse signal of Fig. 1(a). (b) Optimal radially Gaussian kernel TFD.
Fig. 9. (a) Optimal radially Gaussian kernel of volume $a = 1.4$ computed for the chirp signal of Fig. 1(b). (b) Optimal radially Gaussian kernel TFD.

the signal. Figure 10(f) shows the optimal kernel for this signal.

In Fig. 11 we have analyzed 2.5 msec of an echo-location pulse emitted by the large brown bat, *Eptesicus fuscus*. The signal was sampled every 7 µsec, yielding approximately 350 data samples. While the Wigner distribution of Fig. 11(a) is highly concentrated, it has large cross-components. A spectrogram analysis conducted using a Gaussian window with an $e^{-1}$ time width of 160 µsec yields a smeared TFD (see Fig. 11(b)). The cone-kernel distribution of Fig. 11(c) is similar. In the optimal radially Gaussian kernel TFD of Fig. 11(d), the fundamental and first two harmonics are sharply resolved, and the cross-components have been suppressed. Using a kernel volume of $a = 4$, the kernel solution algorithm converged in 10 steps.

Several other examples of radially Gaussian kernel TFDs are given in [14].

5. Customizing the optimization formulation

The optimization formulations of Sections 2 and 3 are general tools for signal-dependent kernel design. In certain applications, properties in addition to cross-component suppression are required of the kernel. An attractive feature of the optimal kernel design procedure is the ease with which it can be customized to incorporate application-specific knowledge. A priori information or requirements are included either by adding constraints, post-processing the optimal kernel, or modifying the performance measure.

5.1. Marginal distributions

A TFD satisfies the time and frequency marginal distributions if its kernel takes the value 1 along the $\theta$ and $\tau$ axes [6]. If the following constraints are added to the nonlinear program (34)–(35):

$$
\Phi(p, 0) = \Phi\left(p, \frac{Q}{2}\right) = 1 \quad \forall p,
$$

the resulting signal-dependent kernel will be optimal with respect to the more restrictive class of radially Gaussian kernels whose TFDs satisfy the marginals. However, (35) must be modified in this case, since kernels satisfying (52) require $\sigma_0 = \sigma_{0,2} = \infty$. Redefining the kernel volume constraint as

$$
\frac{\Lambda_{\psi}}{2\pi} \sum_{q \neq 0, Q/2} \sigma_q^2 \leq a, \quad a \geq 0,
$$

the nonlinear program (34), (52)–(53) can be solved using the techniques discussed in Section 3.

The optimal marginal-satisfying kernel and TFD computed for the chirp signal discussed in the Introduction are shown in Fig. 12. Compared to
Fig. 10. Time-frequency distributions of a signal - two chirps that cross in time frequency - corrupted by additive white Gaussian noise. The SNR, measured as the ratio of the total signal power to the total noise power, is 3 dB. (a) Wigner distribution. (b) Choi-Williams distribution ($\sigma = 5$). (c) Cone-kernel distribution ($a = 2, \sigma = 0.009$ and $\beta = 16$). (d) Matched-filter spectrogram. (e) Optimal radially Gaussian kernel TFD. (f) Optimal radially Gaussian kernel.

Fig. 3(c), this customized optimal-kernel TFD is an attractive alternative to the Choi-Williams distribution in applications where the marginals must be satisfied.

5.2. Time or frequency support

A TFD preserves the convex hull of the time support of a signal if its kernel satisfies a 'cone constraint' [24]

$$\int_{-\infty}^{\infty} \Phi(\theta, \tau) e^{-j\theta \tau} d\theta = 0 \; \forall \theta > 2\tau. \quad (54)$$

A similar constraint preserves embedded intervals of zero signal energy. To construct a signal-dependent kernel that preserves time support, post-processing of the optimal radially Gaussian kernel is useful. First, we compute the optimal kernel $\Phi_{\text{opt}}$ for the signal, then find another kernel $\tilde{\Phi}$ that both...
preserves time support and is 'close' in some sense to $\Phi_{\text{opt}}$. If a least-squares distance criterion is used, $\tilde{\Phi}$ is given by the orthogonal projection of $\Phi_{\text{opt}}$ onto the set of support-preserving kernels [22]. In continuous variables, we have

$$\tilde{\Phi}(\theta, \tau) = \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} \Phi_{\text{opt}}(v, \tau) e^{-i\omega v} \, dv \right] \text{rect}_y(t) \times e^{i\theta t} \, dt,$$

where

$$\text{rect}_y(x) = \begin{cases} 1, & |x| \leq y, \\ 0, & \text{otherwise.} \end{cases}$$

In practice, $\tilde{\Phi}_{\text{d}}(m, n)$ is obtained by taking one-dimensional FFTs of the optimal kernel $\Phi_{\text{d, opt}}(m, n)$ along the $m$ coordinate, zeroing the result outside of a cone, and then taking inverse FFTs.

While the post-processed kernel is no longer optimal with respect to the original optimization...
formulation (in fact, it is no longer radially Gaussian), its passband retains the same general shape and orientation as the optimal kernel. The post-processed kernel and TFD found using this technique for the chirp signal discussed in the Introduction are shown in Fig. 13. Compared to Fig. 4(c), the customized optimal-kernel TFD can offer a considerable performance improvement over the cone-kernel distribution in applications where the time support of the signal must be preserved. Similar methods can be applied to create kernels that preserve the frequency support of the signal [22].

5.3. Generalized performance measure

Consider a performance measure that is a generalized version of (12),

$$\max_\phi \int_0^{2\pi} \int_0^\infty f(|A(r, \psi)|^2)\Phi(r, \psi)^2 r \ dr \ d\psi, \quad (57)$$

where $f: \mathbb{R} \rightarrow \mathbb{R}_+$. Given any such transformation $f$, the optimization problem (57), (13)–(15) can be solved using the techniques discussed in Section 3, but with the transformed data

$$|\tilde{A}(r, \psi)|^2 = f(|A(r, \psi)|^2). \quad (58)$$

(Note that the optimal-kernel TFD is computed as the Fourier transform of $A(\theta, r)\Phi(\theta, r)$ regardless of the transformation $f$.)

A transformation that is useful for constraining the locations of the passband and stopband of the optimal kernel is

$$f(|A(r, \psi)|^2) = \Gamma(r, \psi)|A(r, \psi)|^2, \quad (59)$$
where \( \Gamma(r, \psi) \) is any real, non-negative, symmetric (as in (16)) weighting function. As an example, consider the use of \( \Gamma(r, \psi) \) to constrain the passband of the optimal kernel. If the auto-components of interest in a signal are known to lie in a region \( \mathcal{A} \) of the ambiguity plane, then setting

\[
\Gamma(r, \psi) = \begin{cases} 
1, & (r, \psi) \in \mathcal{A}, \\
0, & \text{otherwise}
\end{cases}
\]  

(60)

discourages the optimal kernel passband from lying outside of \( \mathcal{A} \). Thus, auto- and cross-components lying outside of \( \mathcal{A} \) will be suppressed. This passband constraint is useful, for example, for analyzing transient signals in the presence of sinusoidal interference signals. In this case, some of the interference can be rejected by setting \( \Gamma(r, \psi) = 1 \) everywhere except in a region along the \( \tau \) axis \( (\psi = \pi/2) \), where AF auto-components corresponding to sinusoids lie. In practice, \( \Gamma(r, \psi) \) should be chosen to be reasonably smooth. Otherwise, an unsmooth optimal kernel could result, leading to ringing in the optimal-kernel TFD.

As another example of a useful transformation, consider a signal in which a component of interest is of low energy relative to other signal components. Since the function \( |A(r, \psi)|^2 \) involves fourth powers of the signal, the amplitude of the AF auto-component of interest may be so small compared to other components that the optimal kernel is not attracted to the region where it resides. In this case, a nonlinear transformation is useful for reducing the dynamic range of the ambiguity surface. Any continuous function growing more slowly than linearly is appropriate, such as \( f(x) = \log(x + 1) \) or \( f(x) = \sqrt{x} \). While dynamic range reduction of the AF has the undesirable effect of amplifying any noise present in the signal, as demonstrated in Section 4, the optimal kernel design procedure appears quite robust at low signal-to-noise ratios.

6. Conclusion

This paper has presented a technique for designing a signal-dependent time-frequency representation. The signal-dependent approach is motivated by the fact that a fixed kernel limits the class of signals for which its corresponding TFD performs well; that is, only by using a kernel that adapts to each signal can a TFD analyze a large class of signals effectively. The simple examples we have presented demonstrate both the necessity of signal dependence as well as the excellent performance of the proposed design procedure.

The design procedure possesses several additional attractive properties. First, it is based on quantitative optimality criteria. Second, it is automatic and relies neither on a priori knowledge about the signal nor good fortune to yield a high-quality time-frequency representation. Third, the optimization criteria are formulated so that the optimal-kernel TFD is insensitive to the time-scale and orientation of the signal in time-frequency. Finally, performance remains excellent even in the presence of substantial additive noise, which suggests that the technique may prove useful for the automatic detection of signals in noise.

The computational cost of finding the optimal-kernel TFD is \( O(L^2 i + L^2 \log L) \), with \( L \) being the number of signal samples and \( i \) the number of iterations required by the kernel solution algorithm. In experiments, the number of iterations required has typically been less than 30, so the cost of this technique is only a few times greater than both fixed-kernel methods and the 1/0 optimal-kernel method proposed in [2, 5].

The proposed optimization formulation (12)-(15) is reminiscent of the 1/0 optimal-kernel method, with the additional constraint that the kernel be a radially Gaussian function. This new constraint results in an optimal-kernel TFD with less ringing artifacts, and in most cases we prefer the appearance of the new TFD. However, the inherent smoothness of the radially Gaussian kernel could result in less cross-component suppression for signal components that are closely spaced in time-frequency.

This paper by no means exhausts the possibilities for signal-dependent time-frequency analysis. As demonstrated, additional constraints based on a priori or application-specific knowledge are often
easily incorporated into the formulation discussed here. Furthermore, totally new optimization formulations may be developed by utilizing other constraints, other performance measures, or classes of TFDs other than the bilinear. While the choice of class and performance measure is critical to success, once a satisfactory class and measure are found, the design of a signal-dependent time-frequency representation reduces to solving an optimization problem. Given the generality of the approach and the promise shown by the specific methods described in this paper, it seems likely that adaptive time-frequency representations will emerge as powerful tools for time-varying spectral analysis.

Appendix A. Scale-invariance of the optimal kernel

This appendix is devoted to proving the following fundamental result.

**THEOREM 1.** The optimal radially Gaussian kernel is covariant to time-scale changes in the signal. That is, if the optimal kernel for a signal \( s(t) \) is \( \Phi_{\text{op}}(\theta, \tau) \), then the optimal kernel for the time-scaled signal \( a^{-1/2} s(at) \), \( a \neq 0 \), is \( \Phi_{\text{op}}(\theta/a, a\tau) \).

**PROOF.** To prove the result, we show that \( \Phi_{\text{op}}(\theta/a, a\tau) \) both satisfies the constraints (13)–(14) and maximizes the performance measure (12) for the signal \( a^{-1/2} s(at) \) and its AF. Note that we use rectangular, rather than polar, coordinates in the proof.

We first show that the kernel \( \Phi_{\text{op}}(\theta/a, a\tau) \) is radially Gaussian by evaluating it along a radial line lying at an arbitrary angle \( \psi_0 \) in the \((\theta, \tau)\) ambiguity plane. Denoting this line by \( \Psi_0 \), we have

\[
\Phi_{\text{op}}(\theta/a, a\tau)|_{\Psi_0} = e^{-\left[(\theta^2/a^2 + \tau^2)2\sigma^2(\psi_0)^2\right]}. \tag{61}
\]

Using the fact that \( \theta \) and \( \tau \) are related to the radius \( r \) along \( \Psi_0 \) from the origin by

\[
\theta = r \cos \psi_0, \quad \tau = r \sin \psi_0 \quad \text{(along } \Psi_0), \tag{62}
\]
yields

\[
\Phi_{\text{op}}(\theta/a, a\tau)|_{\Psi_0} = e^{-\frac{1}{a^2\sigma^2}[\cos \psi_0/a]^2 + \left(\frac{a}{2}\right)^2 \sigma^2 \psi_0^2}, \tag{63}
\]

which shows that \( \Phi_{\text{op}}(\theta/a, a\tau) \) is Gaussian along an arbitrary radial slice in the \((\theta, \tau)\) plane.

Next, the simple change of integration variables \( \theta' = \theta/a, \tau' = a\tau \) shows that \( \Phi_{\text{op}}(\theta/a, a\tau) \) satisfies the volume constraint (14):

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\Phi_{\text{op}}(\theta/a, a\tau)|^2 \, d\theta \, d\tau = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\Phi_{\text{op}}(\theta', \tau')|^2 \, d\theta' \, d\tau' \leq a. \tag{64}
\]

Finally, we show that \( \Phi_{\text{op}}(\theta/a, a\tau) \) maximizes the value of the performance measure (12) for the signal \( a^{1/2} s(at) \). An important fact, which is easily proved by direct substitution into the definition of the AF (2), is that if the AF for the signal \( s(t) \) is \( A(\theta, \tau) \), then the AF for the scaled signal \( a^{1/2} s(at) \), \( a \neq 0 \), is \( A(\theta/a, a\tau) \). Proceeding with the proof, suppose to the contrary that \( \Phi_{\text{op}}(\theta/a, a\tau) \) does not maximize the value of the performance measure for the signal \( a^{1/2} s(at) \); that is, suppose that there exists a kernel \( \tilde{\Phi}(\theta, \tau) \) such that

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |A(\theta/a, a\tau)\tilde{\Phi}(\theta, \tau)|^2 \, d\theta \, d\tau > \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |A(\theta/a, a\tau)\Phi_{\text{op}}(\theta/a, a\tau)|^2 \, d\theta \, d\tau. \tag{65}
\]

Then, performing the same change of integration variables in the above as in (64) suggests that there exists a kernel \( \tilde{\Phi}(a\theta', \tau'/a) \) such that

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |A(\theta', \tau')\tilde{\Phi}(a\theta', \tau'/a)|^2 \, d\theta' \, d\tau' > \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |A(\theta', \tau')\Phi_{\text{op}}(\theta', \tau')|^2 \, d\theta' \, d\tau'. \tag{66}
\]
Since this contradicts the optimality of the original kernel $\Phi_{opt}(\theta, \tau)$ for the signal $s(t)$, $\Phi_{opt}(\theta/a, \tau t)$ must maximize the value of the performance measure for the signal $a^{1/2}s(at)$.

Therefore, since $\Phi_{opt}(\theta/a, \tau t)$ both satisfies the constraints and maximizes the value of the performance measure, it is the optimal kernel for the signal $a^{1/2}s(at)$. □
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