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ABSTRACT

SEMANTIC AND PHONOLOGICAL FACTORS IN SPEECH PRODUCTION:

EVIDENCE FROM PICTURE-WORD INTERFERENCE EXPERIMENTS

by

Markus Friedrich Damian

Discrete models of speaking maintain that semantic-syntactic and phonological
representations are largely independent, whereas interactive accounts allow for mutual
influence between them. The studies presented here investigated this issue by employing
a task in which participants named pictures while instructed to ignore visually or
auditorily presented distractor words. Previous results using this paradigm with auditory
distractors have been used to support the discrete view (e.g., Schriefers, Meyer, & Levelt,
1991) whereas results with visual distractors have been used to argue for an interactive
account (e.g., Starreveld & La Heij, 1996a). The first two experiments served to clarify
the discrepancy across distractor modalities. Experiment 1 demonstrated that with
auditorily presented distractors semantic effects preceded phonological effects whereas
with visual distractors phonological effects had an earlier onset than semantic effects.
Experiment 2 provided a means for accounting for this discrepancy by demonstrating that
the results for visual distractors followed the auditory pattern when presentation time was
limited. The following two experiments addressed the issue of interactivity vs. modularity

in speaking by employing auditory distractors and investigating the effects of complex




types of distractors. Experiment 3 factorially crossed the factors of semantic and
phonological relatedness by employing both semantically and phonologically related
distractors (FLY-FLEA). An interaction between the two factors was obtained which was
interpreted as supporting an interactive account of speaking. Experiment 4 investigated
the effects of mediated distractors which are related to the picture name via an
intervening word (TIDE~(TIGER)-LION). A potential effect of such distractors would
require an interplay between semantic and phonological levels and thus further support an
interactive view. The results showed no effects on naming latencies, a finding that
probably is not diagnostic with regard to the question of interactive vs. modular accounts.
The second part of this thesis introduced an interactive computational model closely
related to Dell’s (1986) model of speech production. This model yielded a sequence of
semantic and phonological effects and showed an interaction between the two factors as
well as the absence of mediated effects. In summary, the experiments and the model
favor an interactive view of speaking in which semantic and phonological levels are

closely interconnected.
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Semantic and Phonological Factors in Speech Production:
Evidence from Picture-Word Interference Experiments
by
Markus Friedrich Damian
OVERVIEW

This research investigated the relationship between semantic and phonological
representations involved in the production of single words. Models of speech production
generally assume that speaking proceeds from the retrieval of conceptual codes to the
access of corresponding word forms. “Discrete” models of speaking (e.g., Garrett, 1975;
Levelt, 1989; Levelt, Schriefers, Vorberg, Meyer, Pechmann, & Havinga, 1991) propose
an independence among the involved levels, whereas “interactive” accounts of speech
production (e.g., Dell, 1986; Stemberger, 1985) allow bidirectional flow of activation
between semantic and phonological levels. To date, the bulk of evidence with regard to
this issue stems from patterns of naturally occurring speech errors, while experimental
studies are rare. In the work reported here, this topic was investigated with a timed
picture naming task.

The literature review begins with a description of the shared characteristics of all
models of speaking, and then outlines in detail the discrete and the interactive account of
speech production. Evidence from speech error corpora taken to argue for or against each
position is summarized. In the following section, “complex” relationships between
lexical items are described which can serve as a test to investigate predictions derived

from either account. Several experiments are reported which made use of a picture-word




interference procedure in which participants named picture while presented with
distractor words that were phonologically related, semantically related, or unrelated to the
picture name. These experiments examined critical assumptions of the discrete account
of speaking, and evidence compatible with an interactive account was obtained. In
addition to these experimental studies, a computational model was employed which tests
whether the findings obtained in the experiments can be accounted for within an
interactive framework. The general discussion summarizes the findings and discusses

implications for the architecture of speech production.

SPEECH PRODUCTION - REPRESENTATIONS AND PROCESSES

Representational Levels in Speech Production

Researchers interested in speech production widely agree on the assumption that
lexical access in language production requires a distinction of at least two levels of
representation: a first level that is concerned with semantic and syntactic properties, and
a second level specifying phonological characteristics. In Levelt’s (1989) model of
speaking, for instance, preparation of an utterance consists of a sequence of stages which
is based on a prelinguistic conceptualization, or message, of the planned utterance. First,
appropriate lexical entries are retrieved that specify language-specific semantic (e.g.,
conceptual arguments) and syntactic (e.g., word class and grammatical gender) properties.
Following Kempen and Huijbers (1983), the term lemmas is often used for these
representations. Subsequently, corresponding word forms are encoded. These

representations contain sound representations, including segmental and metric



information, and are commonly termed lexemes. Finally, a phonetic plan is formed and
executed in the articulation process. Because the lexicon is separated into two
representational levels (lemma and lexeme access), such a model is commonly named a
“two-step” account of speaking. Although a great deal of disagreement exists as to the
exact characteristics of these stages, the necessity to hypothesize two levels of lexical
access in speaking is relatively undisputed.

Evidence for the separation of lexical retrieval into a semantic-syntactic and a
phonological component comes from various sources. For example, when speakers are in
a "tip-of-the-tongue" state, they appear to have access to semantic (Brown & McNeill,
1966) properties of the target word, but are unable to retrieve the appropriate word form
or gain only partial phonological access. Similar, but much more dramatic, problems can
be shown in anomic patients (e.g., Goodglass, Kaplan, Weintraub, & Ackerman, 1976).
These patients often produce a multitude of semantic circumlocutions: they generate
descriptions of the semantic properties of the word to be retrieved, for example saying
“that’s a good eating bird” when trying to retrieve “turkey” (Martin, Lesch, & Bartha,
1998). These circumlocutions suggest normal or near-normal retrieval of semantic
information with some difficulties in retrieving phonological information. Likewise, a
number of studies have demonstrated access to syntactic information in either anomic
patients or the tip-of-the-tongue state (Badecker, Miozzo, & Zanuttini, 1995 ; Caramazza
& Miozzo, 1997; Vigliocco, Antonini, & Garrett, 1997; Vigliocco, Vinson, Martin, &
Garrett, 1998). All these cases suggest a blockage between the semantic-syntactic and the

phonological level and thus support the notion of two distinct stages in lexical retrieval.



A further source of evidence comes from speech errors from normal speakers. For
instance, Garrett (1975) suggested a distinction between word and sound exchanges, with
each type possessing distinct characteristics: word exchanges normally take place
between syntactic phrases or even clauses, preserve their mutual word class, and fulfill
similar grammatical functions. In contrast, sound exchange errors mostly affect adjacent
words which are often from dissimilar syntactic categories, but typically share form-
related characteristics. These findings are taken to indicate that word exchanges result
from the selection of the wrong lemma, whereas phonological errors reveal the
malfunctioning of the phonological encoding system. A final source of evidence for the
distinction between semantic-syntactic and phonological stages in speaking comes from
psycholinguistic studies on the time course of speech production in normal speakers
(Leveltet al., 1991; Schriefers, Meyer, & Levelt, 1990) which have suggested an early

stage of lexical-semantic activation, followed by a later stage of phonological encoding.

Discrete vs. Interactive Accounts

On a very general level, representational stages of a cognitive model can be
conceptualized as “discrete”, “cascaded”, or “interactive”. In a discrete information
processing model, subprocesses are identified as successive temporal stages, each of
which occupies a particular time interval. A cognitive process is then portrayed as the
succession of these discrete components. Such a characterization is largely congruent
with Fodor’s (1983) notion of cognitive modularity, according to which cognitive

modules are automatic, fast-acting, and informationally encapsulated. In contrast,



“cascaded” information processing models (McClelland, 1979) do not require that
processing within one component must be completed before a second one can start. In
contrast, a continuous operation is hypothesized in which processing can take place on
more than one representational level simultaneously. In its original formulation, the
cascaded model type conceptualized activation as flowing through the system in an
exclusively feedforward fashion. In contrast, the interactive activation framework
(McClelland & Rumelhart, 1981) assumes cascaded processing, but additionally
hypothesizes that later processing stages can affect earlier ones. Such models therefore
implement feedforward as well as feedback links and are therefore termed “interactive”.
The general distinction between discrete, cascaded, and interactive models of
information processing is mirrored in issues pertaining to speech production. "Discrete
two-step models” (Garrett, 1975; Levelt, 1989; Levelt et al., 1991) assume that speaking
proceeds in serial stages from lemma to lexeme retrieval. For instance, Levelt, Roelofs,
and Meyer (in press) argue on theoretical grounds that semantic and phonological
representational systems are so fundamentally different from each other that they should
be conceptualized as distinct and discrete. They assume that before infants show the first
signs of real speech, they develop cognitively in two separate ways: on the one hand,
infants acquire basic conceptual notions of agency, interactancy, object permanence, etc.,
and the developing conceptual structures are eventually labeled with words acquired from
the natural environment. On the other hand, they also acquire a set of syllabic articulatory
gestures, or “babbles”. The acquisition of speech production skills commences at the

point when the infant connects lexical concepts to articulatory gestures. Speaking,




therefore, is seen as the coupling of two cognitive domains - lexical concepts and
articulatory patterns - that were initially separate from each other, and the distinction
between these two systems is perpetuated in the mature speech production system.

Within the discrete two-stage framework of speaking, specific claims have been
forwarded as to how lexical access proceeds from semantic-syntactic retrieval to
phonological encoding. The first claim asserts that phonological encoding is restricted to
one single lexical item (Levelt et al., 1991, p.124). The occurrence of semantically
conditioned speech errors is usually interpreted as suggesting that a conceptual message
activates a cohort of semantically related lexical items (Bock & Levelt, 1994). However,
only the single lemma that is eventually selected from among the activated cohort
propagates its activation to the phonological level. Processing in this way shows discrete
characteristics since phonological encoding cannot commence until semantic-syntactic
retrieval has been entirely accomplished. The second assumption forwarded by
proponents of the discrete account of speaking holds that there is no feedback from the
lexeme onto the lemma level (Leveltet al., 1991, P-125). Since processing is
conceptualized as a succession of discrete stages, the - structurally and probably
temporally - later stage of phonological encoding is not permitted to influence the earlier
stage of semantic-syntactic lexical retrieval. In combination, discrete models of speaking
conceive of semantic and phonological codes as largely independent and modular, and
apart from the fact that the first stage provides the input for the second, there is no

interactivity in between them.



There are a number of findings in the literature that appear to be incompatible
with the discrete two-step view, however. Most prominently, corpora of naturally
occurring speech errors appear to contain an above-chance ratio of speech errors that are
both semantically and phonologically related to the target word, or so-called “mixed
errors” (e.g., Dell & Reich, 1981). Also, recent neuropsychological evidence suggests
that some aphasics with a high occurrence of word substitutions produce mixed errors at
above-chance levels (Best, 1996; Blanken, 1990). The discrete two-step theory of
speaking proposes strict independence between the involved representational levels.
Accordingly, both semantic-syntactic and phonological components should contribute
independently to the production of errors, and mixed errors should be found at no more
than chance rate. The above-chance occurrence of this type of error appears to be
incompatible with discrete models unless additional assumptions are introduced. For
instance, it has been argued that the speaker internally monitors his/her own speech by
means of a "lexical monitoring” system (Baars, Motley, & MacKay, 1975; Levelt, 1989)
which filters out all but occasional speech errors before they are overtly produced. Such a
system can account for the occurrence of mixed errors by claiming that these error words
resemble the target word twofold, namely in both semantic and phonological respects.
Consequently, such errors are more likely to go undetected than words that are either
semantically or phonologically related to the target, resulting in a higher occurrence than
would be predicted by pure chance. Within this hypothesis, the mechanism that accounts
for mixed errors is not a component of the speech production system per se, but rather an

external process.



Alternatively, however, mixed errors might arise as a natural consequence of the
structure of the production system itself. Interactive models (Dell, 1986; Dell, Schwartz,
Martin, Saffran, & Gagnon, 1996; Stemberger, 1985) abandon the notion of discrete,
modular stages and the assumptions made within this framework and instead propose
semantic, lexical, and phonological levels that are interconnected in a network fashion.
As outlined above, the assumptions are derived from the discrete view that a)
phonological encoding is restricted to the selected semantic-syntactic item, and b)
phonological encoding has no influence on semantic-syntactic retrieval. In contrast,
interactive models dispose with these assumptions and, by virtue of their interactive
nature, propose the parallel phonological encoding of multiple items as well as feedback
from the phonological back to the semantic-syntactic level. That is, an entire set of
lemma nodes that has been activated on the basis of the preverbal message propagates
some degree of activation to the word form level. Furthermore, lexeme activation feeds
back to the lemma level (but see Caramazza and Miozzo, 1997, and Humphreys,
Riddoch, and Quinlan, 1988, for models that are cascaded, but not fully interactive and
thus discard the first, but not the second claim of the discrete view). Models that
implement feedback of activation account for the occurrence of mixed errors by assuming
that words semantically as well as phonologically related to the target word receive
additional activation from their semantic overlap with the target word as well as from
their phonological resemblance to the correct word. Asa result, “mixed” lexical units
possess a higher selection probability than would be predicted by either type of

relationship alone. Therefore, interactive models account for mixed speech errors within




the production system itself and without proposing external mechanisms like a lexical

monitoring system.

Complex Patterns of Lexical Relationship

Although the issue of modularity vs. interactivity in speaking was first addressed
with regard to speech errors, the relationship between semantic and phonological codes
can also be investigated by means of response time studies. Traditionally, such studies
compare conditions in which two or more stimuli are either semantically or form-related
to each other with a condition in which the two stimuli are in no obvious relationship to
each other. For instance, in priming studies, a probe word or picture is preceded by either
an unrelated or a related stimulus. Likewise, in the picture-word interference procedure,
subjects name pictures while simultaneously being presented with related or unrelated
distractor words. In both cases, the effects of a relationship between prime/distractor and
probe item on response latencies are measured based on the assumption that such effects
reflect processing at the corresponding cognitive stages. Apart from obvious
relationships such as semantic or phonological relatedness, there are other, less direct and
more complex, types of relationship that can be subject to empirical investigation. These
are schematized in Figure 1. Such complex patterns of priming have been predominantly
addressed in research on speech comprehension. However, an obvious parallel can be
drawn to speech production, as will be outlined below.

The majority of studies employing such complex effects has addressed the issue of

indirect types of relationships exclusively at the semantic level (see A) in Figure 1).
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A) Semantic-semantic mediation

Ty

CAT DOG BARK

B) Combined semantic and phonological relatedness

AN

CAT RAT

N 4

C) Semantic-phonological mediation

R

CAT DOG FOG

Y
AR

FOG DOG CAT

AN 4

Figure |. Three varieties of complex priming involving phonological and/or semantic
links. Upward arcs indicate semantic relatedness, downward arcs denote phonological
links. Adapted from O’Seaghdha and Marin (1997).

Effects of semantic-semantic mediation have been demonstrated in a number of studies in
the literature (Balota & Lorch, 1986; McNamara, 1992a, 1992b; McNamara & Altarriba,

1988) and are usually attributed to automatic spreading activation taking place in the

conceptual system, although it has recently been argued (McKoon & Ratcliff, 1992;
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Ratcliff & McKoon, 1994) that such effects might better be explained in terms of a weak
direct link between prime and target than by means of a relationship mediated by an
intervening item. Furthermore, although effects of semantic-semantic mediation are
interesting because they test the limits of the spreading activation metaphor, they are not
relevant concerning whether lexical access can be characterized as interactive or discrete:
the mediated relationship resides exclusively in the conceptual domain and is therefore
not diagnostic with regard to the relation of semantic and phonological codes. For these
reasons, semantically mediated effects will not be further regarded in the present
discussion.

The other two types of relationship outlined in Figure | are more relevant for the
issue of how semantic and phonological codes relate to each other. Type B) in Figure 1
represents a case in which prime/distractor and target word are both semantically and
phonologically related to each other, and thus represents the direct analog to the
occurrence of “mixed” speech errors described in the preceding section. Just as in the
case of speech errors, cognitive theories that propose the strict independence of semantic
and phonological levels predict an effect of these items that derives from the independent
contribution of either type of relationship alone. In contrast, an effect for these items that
differs from the one that would be predicted from either type of relationship alone would
appear to favor non-modular, interactive accounts of speech production. This logic has
been applied to speech production in a number of studies (Rayner & Springer, 1986;

Starreveld & La Heij, 1995,1996a) and will be further explored in Experiment 3.
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The third type of a complex relationship between a prime/distractor and a target
word, outlined in Panel C, consists of a word that is semantically related to a lexical item
form-related to the target word, or vice versa. For these items to have an effect on each
other, an interplay between semantic and phonological codes is required which is
permitted in interactive, but not in modular, accounts. This argument has also been
applied to speech production, albeit not very extensively (Levelt et al., 1991; Jescheniak

& Schriefers, 1997), and will be investigated in Experiment 4.

The Picture-Word Interference Procedure

One of the tools by means of which the nature of the two stages of lexical access
in speaking can be experimentally investigated is the picture-word interference procedure.
This task will be extensively employed in the following experiments and is a variation of
Stroop’s (1935) seminal study. In the Stroop task, participants are instructed to name the
color of a word which itself is a different color name (e.g., the color of the word “red”
printed in blue ink has to be named). The fact that the word itself carries - incompatible -
lexical information about color massively interferes with naming the color of the word,
compared to a condition in which the word itself is not a color name. The enormous
amount of research inspired by this finding is comprehensively reviewed in MacLeod
(1991). Although the Stroop effect still awaits a satisfactory explanation, most theorists
would agree that it is in part due to the fact that the word information undergoes
automatic lexical processing which in turn interferes with the retrieval of the correct color

name.



Figure 2. Target picture paired with A) unrelated, B) semantically related, C) form-
related distractor word.

The picture-word interference procedure is schematized in Figure 2. Color
naming has been replaced with a task in which participants perform timed naming
responses to pictures depicting basic objects, henceforth referred to as targets. At the
same time, they are being confronted with words that are visually embedded in the object.
The effect of these so-called distractor words, which participants are instructed to ignore,
on naming latencies for the pictures is the measure of interest. In parallel to the Stroop
task, distractor words interfere with the picture naming response and slow down latencies
(hence the term “interference procedure™). Furthermore, distractors can bear various
relationships to the picture naming. Words that are semantically related to the picture
have been shown to slow naming responses compared to unrelated words (e.g., Picture:
APPLE, Distractor: ORANGE), a finding first reported by Rosinski, Golinkoff, and
Kukish (1975). On the other hand, form-related words speed up naming latencies relative
to unrelated words (Picture: BELL, Distractor: BELT), as shown by, e.g., Posnansky and

Rayner (1977, 1978) and Rayner and Posnansky (1978).
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Studies that involve the picture-word interference procedure arose within the
domain of research on the Stroop task, and consequently, the theoretical conclusions
drawn from these studies cannot easily be transferred to issues relevant to speech
production. Traditionally, a speech response has been thought of as an “output variable”
which by itself was not considered deserving further investigation (Bock, 1996). For
instance, within the Stroop domain, the interference effect is commonly attributed to
“response competition” (e.g., Morton & Chambers, 1973), but it is not immediately clear
how such a concept relates to the phases of semantic-syntactic and phonological retrieval
in picture naming. More recently, the picture-word interference task has been adopted to
more explicitly address issues pertaining to speech production. Here, there exists
evidence that the semantic interference effect in this task is not merely a conceptual,
preverbal conflict, but crucially involves the stage of semantic-syntactic lexical retrieval
(Schriefers et al., 1990; Damian, Bowers, & Katz, 1997). In contrast, the phonological
facilitation effect appears to reside at the stage of phonological encoding (Schriefers et
al., 1990; Starreveld & La Heij, 1996a). Consequently, semantic and phonological
effects can be used to investigate issues pertaining to their corresponding representational
levels involved in speaking.

There are at least two advantages that the picture-word interference procedure has
over the original Stroop task. First, whereas the response set in the Stroop task is
restricted to a small number of easily identifiable colors, the use of pictures allows the
investigation of a large number of semantic domains. Second, in the Stroop task, the

color to be named and the identity of the word are properties of one and the same
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stimulus, whereas picture and distractor in the picture-word interference task are separate
stimuli. Thus, the onset of picture and distractor can be systematically varied. The
underlying idea is schematized in Figure 3: if it is assumed that distractor words have a
constant processing time, then the manipulation of stimulus-onset asynchrony (SOA)
between picture and distractor will tap into one of various stages involved in the
preparation of the naming response.

In recent years, a number of studies have manipulated SOAs in the picture-word
interference procedure. In these studies, the convention has been adopted to denote SOAs
as relative to the picture onset. That is, a condition in which distractor onset precedes
picture onset is labeled as a negative SOA, conditions in which distractor onset follows
picture onset are labeled as a positive SOA, and a condition in which distractor and
picture onset are simultaneous are labeled as a SOA of zero. For instance, Glaser and
Diinigelhoff (1984) demonstrated a semantic interference effect that centered around an

SOA of 0 ms, and Starreveld and La Heij (1996a) additionally showed that phonological

PICTURE
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Figure 3. Distractor word tapping into various substages of picture naming preparation
depending on picture-distractor onset asynchrony (SOA).
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facilitation effects can be obtained with SOAs ranging from -200 ms to +100 ms.

A further variation of the picture-word interference task has been introduced by
Schriefers et al. (1990). Because orthographic and phonological characteristics are hi ghly
confounded in most languages, there is some doubt as to the exact locus and origin of the
facilitation caused by form-related visual distractor words in the studies described above.
In order to ensure that phonologically related distractor words immediately tapped into
phonological output representations involved in speaking, Schriefers et al. presented
distractor words auditorily instead of visually. ‘A first experiment demonstrated that,
similar to a task in which distractor words are presented visually, auditory distractors
significantly interfered with the naming response. In a second and critical experiment,
semantic interference, but no phonological effect, was obtained at an SOA of -150 ms,
whereas phonological facilitation, but no semantic effect, was obtained at SOA =0ms
and SOA = +150 ms. This pattern was interpreted as reflecting the separate and serial
contributions of lemma retrieval and lexeme access during the preparation of the naming
response.

If the picture-word interference procedure is to be used as a vehicle in the
investigation of speech production, it must be demonstrated that all relevant experimental
variables are sufficiently understood. The following two experiments provide a
clarification of a crucial aspect of the picture-word interference procedure that has not
been sufficiently addressed in previous research, namely, the time course of semantic and

phonological effects with visually or auditorily presented distractors.
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EXPERIMENT 1 - VISUAL VS. AUDITORY DISTRACTORS

A close survey of the findings from the picture-word interference paradigm
demonstrates a striking discrepancy between visual and auditory distractors with regard to
the pattern of semantic and phonological effects. Starreveld and La Heij’s (1996a) study
with visually presented distractors yielded phonological facilitation effects that preceded
and followed semantic interference effects in time. In contrast, Schriefers et al.’s study
with auditory distractors demonstrated a sequence of semantic interference followed by
phonological facilitation. However, both versions of the procedure have been taken as
supporting particular claims or constraining hypotheses regarding speech production. For
instance, Schriefers et al. interpreted the sequence of semantic and phonological effects
obtained with auditory distractors as in line with discrete two-step accounts of speech
production. In contrast, Starreveld and La Heij obtained an interaction between semantic
and phonological factors with visual distractors and concluded, based on Sternberg’s
(1969) additive-factors method, that a discrete model cannot be adequate (the specific
details of this experiment will be outlined in Experiment 3). For obvious reasons, either
conclusion is premature as long as the discrepancy between the effects of visual and
auditory distractors across modalities has not been satisfactorily explained. However, to
date, there has been little attempt to uncover the source of this disparity.

A further difficulty in interpreting these findings arises from the fact that the
effects of visual and auditory distractors have been investigated by different groups of
researchers and in different experiments. That is, it is not entirely clear whether the

discrepant findings reflect some yet unknown stimulus or procedural property, or a






