INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films the text directly from the original or copy submitted. Thus, some thesis and dissertation copies are in typewriter face, while others may be from any type of computer printer.

The quality of this reproduction is dependent upon the quality of the copy submitted. Broken or indistinct print, colored or poor quality illustrations and photographs, print bleedthrough, substandard margins, and improper alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete manuscript and there are missing pages, these will be noted. Also, if unauthorized copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by sectioning the original, beginning at the upper left-hand corner and continuing from left to right in equal sections with small overlaps. Each original is also photographed in one exposure and is included in reduced form at the back of the book.

Photographs included in the original manuscript have been reproduced xerographically in this copy. Higher quality 6" x 9" black and white photographic prints are available for any photographs or illustrations appearing in this copy for an additional charge. Contact UMI directly to order.

UMI
A Bell & Howell Information Company
300 North Zeeb Road, Ann Arbor MI 48106-1346 USA
313/761-4700 800/521-0600
RICE UNIVERSITY

Implementation Issues of Multiuser Detection in CDMA Communication Systems

by

Gang Xu

A Thesis Submitted in Partial Fulfillment of the Requirements for the Degree

Master of Science

APPROVED, THESIS COMMITTEE:

Joseph R. Cavallaro, Chair
Associate Professor of Electrical and Computer Engineering

Behnaam Aazhang
Professor of Electrical and Computer Engineering

Richard Baraniuk
Associate Professor of Electrical and Computer Engineering.

Houston, Texas
May, 1999
Implementation Issues of Multiuser Detection in CDMA Communication Systems

Gang Xu

Thesis: Master of Science
Electrical and Computer Engineering
Rice University, Houston, Texas (May 1999)
ABSTRACT

Implementation Issues of Multiuser Detection
in CDMA Communication Systems

by

Gang Xu

Multistage detectors have been accepted in designs for next generation CDMA base stations because they are less complex than some other multiuser detectors. In this thesis, we propose a differencing method to further reduce complexity. It achieves both high performance in the interference cancellation and computational efficiency. When interference cancellation converges, the difference of the detection vectors between two consecutive stages is mostly zero. We recode the estimation bits, mapping from ±1 to 0 and ±2. Bypassing all the zero terms saves computations. Multiplication by ±2 can be easily implemented in hardware as arithmetic shifts. The system delay of a five-stage detector will be reduced by 75% with a satisfactory bit error rate. We also investigated fixed-point implementation issues and implemented this algorithm in a real-time system using both TI's TMS320C62 DSP and ASICs.
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Chapter 1

Introduction

1.1 Wireless communications

Wireless communications have become one of the hottest research areas in the world. The fast growing cellular industry provides higher and higher capacities for more and more subscribers each year. Major companies use low-cost, multi-functional and highly reliable services to expand their market. “Connecting people” is not only a slogan for such companies as Nokia, but also the goal for both research and development of new wireless communication technologies.

After a long discussion about the best method for multiple access, CDMA (Code-Division Multiple Access) has emerged as one of the best multiple access schemes [1]. One of the major reasons is that the first CDMA based standard IS-95 (Interim Standard) for North American cellular communications has been very successful. Some special features of CDMA are capacity increase, improved call quality, enhanced privacy, simplified system planning, improved coverage and increased talk time for mobiles. These benefits lead to the wide acceptance of this standard.

In CDMA communication systems, all the subscribers share the common channel. The only way to distinguish them is to use orthogonal or nearly orthogonal codes (or so-called spreading sequences) to modulate the transmitted bits (Figure 1.1). Figure 1.2 shows an example of the spreading result. The base station uses the knowledge of these codes to detect and estimate each user’s bits.
Figure 1.1: The generation of CDMA transmitted signals

Figure 1.2: Spreading result with short codes: spreading code = \{1, -1, 1, 1, -1, -1, 1\}; chip duration $T_c$; bit duration $T$; spreading gain 7.

Unlike TDMA (Time-Division Multiple Access) and FDMA (Frequency-Division Multiple Access), where each user is assigned a unique time slot or channel, users in CDMA experience direct interference from the other users. This is called MAI (multiple access interference), which is the major limitation in capacity for the current IS-95 CDMA standard. The other related problem is called the near-far problem [2]. When a user is far from the base station, it is likely that his signal would be overshadowed by the nearer users. In the IS-95 standard, perfect power control is utilized, which ensures that the received signal of any user within the cell is equal to each other. It requires a complicated control system on both base stations and mobile phones. Users at far end of the cell usually consume extremely large amount of power,
which would inevitably shorten the battery life or even damage the amplifiers.

In bi-directional CDMA communication systems, transmission from mobile users to the base station is called an uplink and from the base station to mobile users is called a downlink. The uplink problem is a multiple points to one point communication problem, where MAI and near-far problems are the major limitations. The downlink problem, however, is a one point to multiple points broadcasting communication situation, where there are no interfering users in the system. Therefore it no longer has MAI and near-far problems in the downlink.

The focus of most current research is on Wideband CDMA (W-CDMA) or NG (next generation) CDMA. In W-CDMA, the multimedia wireless network will become feasible. Not only voice, but also images, video and data can be transmitted by mobile phones or other portable devices. Achieving a higher data rate and higher capacity are two major goals for W-CDMA, which makes the multiuser interference problem more and more crucial.

1.2 Addressing the multiuser interference problem: assumptions and conditions

The W-CDMA system we researched on is a proposed short-code uplink system [3]. Short code is the spreading code that is repetitive bit after bit, while different from user to user. One case is to use the Gold code, which is one of the best orthogonal code sets ever found. Our research is mostly based on the commonly used Gold code 31 system, where the spreading gain is 31.

Most proposed future W-CDMA systems use BPSK (Binary Phase Shift Keying) modulation for uplink communications. We assumed the channel to be an AWGN
(Additive White Gaussian Noise) channel. If the system only has one user, the bit error rate (BER) versus signal to noise ratio (SNR) is:

\[ P_e = Q\left(\sqrt{\frac{2E_b}{N_0}}\right) \]  

(1.1)

where \( E_b/N_0 \) is the SNR.

However, if the system contains more than one user, the desired user will treat all the other users as noise. The implementation of this scheme is to use a conventional matched filter, which has been applied to the IS-95 standard. Therefore at this time, the bit error rate for the desired user would be:

\[ P_i = Q\left(\sqrt{\frac{E_i}{\frac{N_0}{2} + \sum_{i \neq j} \alpha_{ij} E_j}}\right) \]  

(1.2)

where \( \alpha_{ij} \) is the cross-correlation coefficient between the interfering user \( j \) and the desired user \( i \).

In order to measure the negative effect of the interference, a degradation factor is defined by showing how many extra dBs we need to achieve the same bit error rate in the multiple users environment as in a single user system. A sample of a degradation factor is shown in Figure 1.3. Here we assume all the users have the same power and the cross-correlation coefficients are identical for all the users.

From Figure 1.3, we can see that bigger the coefficient is, the higher the interference would be. The other aspect of this figure shows the ways to reduce the degradation factor, that is, either by designing a better spreading code to minimize cross-correlation coefficients, or by removing the interference from the desired user.

### 1.3 Previous work

As mentioned, simply considering all the other users as noise causes the multiuser interference problem [4,5]. One viable scheme is to use the cross-correlation informa-
Figure 1.3: The degradation factor to achieve a bit error rate of 0.1% at $\alpha = 0.01$ and 0.005.

The optimal multiuser detector proposed by Verdú [6] eliminates the MAI and offers a significant improvement over the conventional detector. The mechanism is to find the maximum-likelihood sequence (MLS) for one user's received signal. However, for a K-user N-bit communication system, it requires $2^{NK}$ times exhaustive searches to find a maximum likelihood sequence, which is computationally prohibitive.

This led researchers to find sub-optimum multiuser detectors, such as decorrelating detectors and minimum mean-squared error (MMSE) detectors [7–9]. Those detectors need to compute the inverse of the cross-correlation matrix or the matrix which has the same scale [4,10,11], the complexity of which is $O(n^3)$. There are some approximative implementation methods, such as [12–14]. They either compromise on the performance or use very complex architecture, leading to high cost. Another branch is adaptive detectors [15–17], which could also be a trend for multiuser detection in the future. In [18], the author discussed the performance of different multiuser
detectors.

The other group of detectors is based upon interference cancellation (IC). The idea is to cancel the interference generated by users other than the desired user. Lower computation demand and hardware related structures are the major advantages of this strategy. This category includes serial interference cancellation (SIC) \([19,20]\) and parallel interference cancellation (PIC). One of the most effective PICs comes from the iterative multistage method, first proposed by Varanasi and Aazhang \([21]\). The inputs of one particular stage are the estimated bits of the previous stage. After interference cancellation, the new estimations, which should be closer to the transmitted bits, come out to be fed into the next stage. The later researchers developed this multistage idea and introduced some other types of PICs \([22-26]\). Most of them were trying to increase the speed of the convergence and to enhance the performance \([27-29]\). However, almost all the existing multistage based algorithms neglect the fact that as the iterations progress, the solution becomes more and more invariant, i.e. more and more elements in the output vector turn out to be the same as the elements in the input vector. Ideally at the last iteration stage, the output and the input should be identical if the algorithm converges. Therefore in last several stages, the multistage detector will almost compute from the same input to generate the same output. This is a substantial waste of the computation power and it increases the system delay.

Lin, et al, invented a differential matched filter \([30]\) and gave a FPGA implementation of it \([31]\), which used the differential information in the FIR filter's coefficients to mitigate the complexity. This idea is important to our research on the complexity reduction for the multistage detector.
1.4 Contributions of this thesis

In this thesis, we propose a differencing multistage detection algorithm. Unlike the conventional multistage detector, the number of computations in each stage is not constant. It will decrease dramatically stage after stage, which exactly reflects the characteristic of the iterative algorithm. Therefore the complexity is reduced, while in the meantime, the high performance of the interference cancellation of the multistage detection is preserved.

We have implemented multiuser detectors on Texas Instruments' TMS320C62 and 'C67 DSPs. We used several optimization methods to get the best real-time performance for 'C6x. The implementation shows that by using the differencing multistage detection, the real time performance is 150kb/s/user in a 12-user system for 16-bit fixed-point or single-precision floating-point implementation.

We have also implemented both the conventional multistage detection and the proposed differencing multistage detection in ASICs [32]. [31,33,34] illustrate various kinds of CDMA related matched filter, detector and decoder structures. Compared to their approaches, our design focuses on the multiuser detector for the next generation Wideband CDMA. The chip was fabricated by MOSIS 1.2 µm CMOS technology. The real-time throughput of the system is 190kb/s/user under 12.5 MHz clock rate in an eight synchronous users system. The detection delay is less than 15 µs for a three-stage detector with the same clock rate. We have also investigated the possible scalable design.
1.5 Organization

In the next chapter, we present the mathematical model of the multiuser communication systems and our new differencing multistage detection algorithm. We will also analyze the convergence, joint channel estimation and detection, and fixed-point word length issues. Chapter 3 presents DSP implementations of the multistage detection algorithms and optimization techniques. An ASIC hardware implementation of this algorithm in real-time communications is shown in Chapter 4. We draw our conclusions and project some future work in the last chapter.
Chapter 2

Differencing Multistage Detection

2.1 Multiuser communication model

We assume a K-user binary phase-shift keying (BPSK) modulated DS-CDMA communications system. The channel is a single path channel with additive white Gaussian noise (AWGN). Figure 2.1 shows the structure of the multiuser communication system.

![System diagram for a multiuser communication system](image)

Figure 2.1: System diagram for a multiuser communication system

At the receiver end, the continuous received signal is given by

\[ r(t) = \sum_{k=1}^{K} \sum_{i=1}^{N} \sqrt{\varepsilon_k} b_k(i) s_k(t - iT - \tau_k) + \eta(t) \]  

(2.1)

In equation 2.1, \( K \) is the number of users and \( N \) is the detection window size for the multi-shot multiuser detection (multi-bits detection simultaneously). We
can get the estimation of the $k$th user's signal power $\sqrt{e_k}$ by the channel estimation block. The source data bits are represented by $b_k(i)$. Here because we use BPSK modulation, $b_k(i) \in \{-1, +1\}$. $s_k$ is the signature sequence (spreading code) of the $k$th user, where $T$ is the duration of one bit. In order to get the best performance, $s_k$ is generated by a Gold code sequence. AWGN is represented by $\eta(t)$.

2.2 Matched filters and cross-correlation matrix

Matched filter bank is usually the first stage in the baseband signal detection. Almost all modern multiuser detection techniques deal with the output of the matched filter bank and the cross-correlation information of all users in the system. Therefore, we discuss these two topics first and then present the multiuser detection algorithms.

2.2.1 Conventional code matched filters

The conventional code matched filter bank is the major signal detection block in the IS-95 standard. The technique of the matched filter bank is to use one matched filter to detect one user's signal. There are no cross links among the filters. Each branch of the matched filter bank consists of the correlation operation of the received signal with one particular user's signature sequence, which is

$$y_i = \frac{1}{T} \int_0^T r(t)s_i(t)dt$$

$$i = 1, 2, \ldots, K$$  \hfill (2.2)

Equation 2.2 can also be expressed in a simpler matrix format

$$y = RAID + \eta$$  \hfill (2.3)

where vector $y$ and $d$ are the output of the matched filter bank and the transmitted user bits respectively. There are $NK$ elements in each vector. In a general asyn-
chronous system, the scale of matrix R is $NK \times NK$ cross-correlation coefficients.

The elements in the cross-correlation matrix can be represented by:

$$
R = \begin{bmatrix}
R(0) & R(1)^T & 0 & \cdots & \cdots \\
R(1) & R(0) & R(1)^T & 0 & \cdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & 0 & R(1) & R(0) & R(1)^T \\
\vdots & \cdots & 0 & R(1) & R(0)
\end{bmatrix}
$$

(2.4)

$$
[R(0)]_{ij} = \begin{cases}
\frac{1}{T} \int_0^{2T} s_i(t - \tau_i) s_j(t - \tau_j) dt & i \neq j \\
1 & i = j
\end{cases}
$$

$$
[R(1)]_{ij} = \frac{1}{T} \int_0^{2T} s_i(t - \tau_i) s_j(t - \tau_j + T) dt
$$

(2.5)

We do not care the value of auto-correlation coefficients in our multistage detection algorithm, because all the estimated bits are +1 or -1 within the multistage detector (we take only the sign of these bits). The amplitude of each user is not relevant for the final hard decision. Therefore, all the auto-correlation terms are normalized to one. If we need to provide soft decision output for later decoding block, we should also compute the values of the auto-correlation coefficients.

The cross correlation matrix R can split into three parts, i.e. in equation 2.6 format:

$$
R = D + L + L^T
$$

(2.6)

where $D = \text{diag}(R) = I$, L is the lower triangular part of matrix R. Since R is symmetric, the upper triangular matrix should be the transpose of the lower triangular matrix.
A is the amplitude matrix of the signal, which is represented as:

$$A = \text{diag}\{A(1), A(2), \ldots, A(N)\}$$  \hfill (2.7)

where

$$A(i) = \text{diag}\{\sqrt{\varepsilon_1}, \sqrt{\varepsilon_2}, \ldots, \sqrt{\varepsilon_K}\} \quad i = 1, 2, \ldots, N$$  \hfill (2.8)

if \(A(i) = A(j)\) for all \(i, j\) where \(i \neq j\), we call such kind of system time invariant system, otherwise time variant system. Our differencing multistage detector is based on getting non-linear estimated detection bits from linear equations 2.3.

### 2.2.2 Chip matched filter and joint synchronization and detection method

The newly published methods of joint channel estimation and multiuser detection are widely accepted [35, 36] due to their high performance. In joint channel estimation and detection, we notice that we could use chip matched filter to get the chip matched filter output \(r_i\).

$$r_i = \mathcal{U}Zb_i + \nu_i$$  \hfill (2.9)

where, \(\mathcal{U} = [\mathcal{U}_1^R \; \mathcal{U}_1^L \; \cdots \; \mathcal{U}_K^R \; \mathcal{U}_K^L \; \mathcal{U}_K^R]\) and \(Z = \text{diag}(z_1, z_1, \ldots, z_K, z_K)\). \(\mathcal{U}\) consists of spreading sequence of all the users, delayed by all possible delays. \(Z\) is the composite channel impulse response vector, which includes delay, multipath and multi-sensor information.

The code matched filter output and the cross-correlation matrix are given by expression 2.10:

$$y = (\mathcal{U}Z)^H r_i$$

$$\mathbf{RA} = (\mathcal{U}Z)^H(\mathcal{U}Z)$$  \hfill (2.10)
Therefore the multiuser detection, using joint channel estimation and detection scheme, is able to combat multipath fading. The signal model is still valid in equation 2.3.

2.3 Multistage detection

The multistage detector uses basic interference cancellation scheme. In each stage of the multistage detector, PIC parallely removes the component of other users from the received signal to get a better estimated signal for one particular user. Because we do not know the exact bit information for any user, we use the estimated (hard decision) bits in each stage. The output of the $l$th iteration is:

$$DAz^{(l)} = y - (L + L^T)\hat{d}^{(l-1)} \overset{\text{def}}{=} y - \hat{I}^{(l-1)}$$

$$\hat{d}^{(0)} = sign(y)$$

$$\hat{d}^{(l-1)} = sign(Az^{(l-1)}) = sign(z^{(l-1)})$$

Term $\hat{I}$ is defined as the estimated interference given by the other users to the desired user. Since $\hat{d}_k^{(l)} \in \{-1, +1\}$ and $L, L^T$ is pre-calculated, there are not any multiplication operations in equation 2.11. From the assumption made in last section, $D = I$. We take hard decisions (sign bit) of the soft detections, therefore the amplitude matrix $A$ has no impact on the final detection output. However, if the next process after the detection is channel decoding such as Viterbi decoding, soft decisions would be more useful than hard decisions. Therefore, a suitable adjustment of the final output is necessary for such kind of applications. Here we just assume only hard decisions are observed after the detector. Therefore, the multistage detection algorithm is a non-linear algorithm. The following algorithm describes this process. To simplify the notation, here we simply denote $B = (L + L^T)A$. 
\[ \hat{d}(0) = \text{sign}(y) \]
for \( l = 1 \) to \( L \)
for \( k = 1 \) to \( NK \)
\[ z_k^{(l)} = y_k - \sum_{j=1}^{NK} B_{ij} \hat{d}_j^{(l-1)} \]
end
\[ \hat{d}^{(l)} = \text{sign}(z^{(l)}) \]
end

2.4 Derivation of the differencing multistage detector

From the algorithm described in Section 2.3, we have several observations. After \( l \) iterations, it is greatly possible to observe \( \hat{d}^{(l)} = \hat{d}^{(l-1)} \), which reflects the exact property of the convergence. So instead of dealing with each estimated bit vector \( \hat{d}^{(l)} \), as we did before, we calculate the difference of the bits in two consecutive stages, i.e. the input of each stage becomes \( \hat{x}^{(l)} = \hat{d}^{(l)} - \hat{d}^{(l-1)}(j = 1, 2, \ldots, K) \). \( \hat{x} \) is called differencing vector. By subtracting the outputs of two consecutive stages represented by equation 2.11, we get:

\[ z^{(l)} - z^{(l-1)} = -B\hat{x}^{(l-1)} \tag{2.12} \]

\[ \Rightarrow z^{(l)} = z^{(l-1)} - B\hat{x}^{(l-1)} \]

The updated estimated bit vector \( \hat{d}^{(l)} \), can be worked out by

\[ \hat{d}^{(l)} = \text{sign}(z^{(l)}) \tag{2.13} \]

Using this differencing algorithm, we are going to save a lot of computations during computing equation 2.12 instead of equation 2.11 because more and more elements in the vector \( \hat{x}^{(l)} \) tend to be zero after several iterations. Moreover, all the non-zero terms of \( \hat{x}^{(l)} \) equal to +2 or −2. Such kind of constant multiplication in equation 2.12
can be implemented by arithmetic shifts, which will not introduce any multiplication operations. Further, because our action which subtracts two consecutive stages is a linear transformation, the BER after each stage will not change, compared with the conventional multistage detection. It makes the final BER of the differencing multistage detector be the exact same as the conventional multistage detector.

The complete algorithm is described below:

\[ \tilde{d}^{(0)} = \text{sign}(y) \]
for \( k = 1 \) to \( NK \)
\[ z_k^{(1)} = y_k - \sum_{j=1}^{NK} B_{ij} \tilde{d}_j^{(0)} \]
end
\[ \tilde{d}^{(1)} = \text{sign}(z^{(1)}) \]
for \( l = 1 \) to \( L \)
\[ \hat{x}^{(l)} = \hat{d}^{(l)} - \hat{d}^{(l-1)} \]
for \( k = 1 \) to \( NK \)
\[ z_k^{(l+1)} = z_k^{(l)} - \sum_{j=1}^{NK} B_{ij} \hat{x}_j^{(l)} \]
end
\[ \hat{d}^{(l+1)} = \text{sign}(z^{(l+1)}) \]
end

2.5 Convergence analysis

2.5.1 Linear Jacobi method analysis

If we did not use the hard decisions in the multistage detector, we would perform a Jacobi iterative method to solve linear equations 2.3. According to [37], the convergence is determined by the spectral radius of the iteration matrix \( G \), which is defined as:

\[ \rho(G) = \max\{|\lambda| : \lambda \in \lambda(G)\} \]  \hspace{1cm} (2.14)
In equation 2.11, the iterative matrix $G$ is

$$G = (DA)^{-1}(L + LT)A$$

$$\rho(G) \leq \| G \|_{\infty}$$  \hspace{1cm} (2.15)

Here since we use linear method, $D$ is no longer a normalized identity matrix, but a diagonal matrix.

According to the theorem, if $RA$ is strict diagonal dominant matrix, the spectral radius of $G$ satisfies the inequality $\rho(G) < 1$, then the iteration converges for any starting vector.

The other theorem shows if $R \in R^{n \times n}$ is symmetric and positive definite, then the Jacobi iteration converges for any $x$. Since it is very easy to show that $R$ is a symmetric positive definite matrix, we can infer that Jacobi iterative method for this problem will converge eventually.

### 2.5.2 Non-linear multistage method

However, the multistage and the differencing multistage detector are not linear schemes because they take non-linear hard decisions between stages. Therefore it is not easy to analytically get the convergence property. We conduct an extensive experiment and get some empirical results about converging speed (shown in Figure 2.2), where iterations are forced to stop at the eighth stage. We draw the following three conclusions from these figures.

First of all, the differencing and conventional multistage detector works more effectively when SNR is high. This is because the higher SNR, the less noise and lower error rate, which reduces the possibilities for wrong estimations.

Secondly, generally speaking, three stages are enough for most cases. This is a
Figure 2.2: Percentage of not converged bits at K=10, 20; MAI: 0, 5, 10dB respectively.
good rule of thumb, which guides the implementation of this algorithm.

Finally, when MAI is small (or users have relatively same power level), the detector’s output usually oscillates (or converges slowly). The reason is that at this time it is hard to detect which user is an interfering user because they have almost the same power as the desired user. The other reason is due to the global signal to noise ratio, because we define SNR as the weakest user’s energy over noise. In high MAI situation, the global SNR (all the users’ total signal to noise ratio) is high, which is better than low MAI situation. This phenomena is the limitation not only for the multistage detector, but also for most of the other multiuser detectors.

2.6 Numerical results

The differencing multistage detector is fully tested by billions of bits. For bit error rate simulation, we check the error rate after getting 400 errors or more than 100,000 bits per simulation, which can guarantee the statistical stability [38]. We find that the bit error rate for the differencing multistage detector is exactly the same as the conventional multistage detector. This is because we do not change the framework of the iterative method, nor the convergence speed. Equation 2.11 and 2.12 are essentially equivalent to each other. The BER versus SNR and MAI in a five-user up to twenty-user system is shown in Figure 2.3 and 2.4. These figures show that the performance of the matched filter degrades dramatically when MAI increases or the number of users increases, which is the near-far and multiple access interference problem. On the contrast, the differencing multistage detector performs constantly along with different MAI and different number of users (for moderate MAI and number of users). So it can be regarded as a near-far resistant algorithm. Moreover its performance approaches a single-user communication system’s BER bound, which is given
by $P_c = Q(\sqrt{2E_b}/N_0)$, the ideal case of the interference cancellation.

An observation of the percentage of zeros in the differencing vector is illustrated in Figure 2.5. In this figure, we see that the percentage of zeros in the differencing vector increases as the iterations progress, which shows the iteration converges progressively. After the fourth stage, the number of zeros gets to the point of 98% in a 15-user communication system. It explicitly indicates that if we use the conventional multistage detector, almost 98% computation resource is wasted. Figure 2.6 gives us a clear view of how many computations we are going to save in a real system. The dotted line represents the accumulated number of floating point operations (flops) needed after each stage in the conventional multistage detector. As we explained earlier, the number of computations remains constant for each stage, which makes the total flops go up linearly. On the contrary, the number of computations in the differencing multistage detector decreases as the iteration proceeds. Thus the overall savings are up to 75% in a five-stage system according to Figure 2.6. And more stages in the system, the higher the speed up it would be in relative to the conventional multistage detector.

If we use joint channel estimation and multiuser detection method, the matrix provided by channel estimation block $UZ$ has already had the multipath combining function. Therefore, the differencing multistage detector has the capability to combat multipath fading. The input from the new cross-correlation matrix and chip matched filter output are given by equation 2.10. The performance of the joint channel estimation and detection is shown in Figure 2.7. In this figure, we conclude that the multistage detection has better performance than the decorrelating detector, which was proved in [4].
Figure 2.3: BER of the differencing multistage detector $K=5$ and 10
Figure 2.4: BER of the differencing multistage detector $K=15$ and 20
Figure 2.5: Percentage of zeroes in the differencing vector

Figure 2.6: Flops comparison between differencing and non-differencing method
2.7 Fixed-point implementation analysis

In order to reduce the cost and increase the speed, the algorithms should be implemented into fixed-point arithmetic finally [39–41]. Generally speaking, converting an algorithm from floating point to fixed point requires two major procedures. One is that we need to estimate the dynamic range of the input data and all the variables used in the algorithm. The other procedure is to find optimized wordlength to represent numbers and truncate the results. We will show some analysis and simulation result about fixed-point implementation of the differencing multistage detection in this section.

2.7.1 Range estimation

The data involved in differencing multistage detector are cross-correlation coefficients and the matched filter output. The former ones come from local code integrators and
channel estimation block, while the later ones are generated by the integrators. Both of them need A/D (analog to digital) converters to sample and digitize the analog input signals at front end.

From the characteristic of the Gold code, we know that the maximum value of cross-correlation coefficients is the auto correlation of any particular spreading sequence, i.e., range $R_r$ is

$$R_r = 2 \times (2^r - 1), r \in \mathcal{R}^+$$  \hfill (2.16)

where the spreading gain is $2^r - 1$. Therefore $R_r = 62$ if we use Gold code 31. The range of the user's amplitude depends on the dynamic range (or MAI) of the system. The relationship is the following

$$R_a = 10^{\frac{MAI}{20}}$$  \hfill (2.17)

The range estimation for the matched filter output is complicated because it is determined by SNR, MAI, and the number of users in the system. Since a matched filter treats all the interfering users as noise, the probability density function (PDF) of the matched filter output follows Gaussian distribution, as illustrated in Figure 2.8. The distribution is also symmetric, based on the assumptions of BPSK modulation, binary distribution of the source bits and the binary symmetric channel.

The range of such kind of distribution is estimated as

$$R_m = 2 \times (|\mu| + n\sigma)$$  \hfill (2.18)

where $\mu$ is the mean of one peak and $\sigma$ is the standard deviation of that peak. $n$ is an empirical constant. For Gaussian distribution, $n = 3$ can guarantee 99.9% of all the samples fall in range $R_m$ [41].
2.7.2 Wordlength analysis

From equation 2.16 and 2.17, we can conclude that the number of bits needed to represent the result of matrix product $\mathbf{R} \mathbf{a}$ in equation 2.3

$$L_{\text{min}} = \lceil \log_2 (R_r \times R_a) \rceil$$

$$= 1 + r + \frac{\text{MAI}}{20} \log_2 10$$  \hspace{1cm} (2.19)

Here we assume a binary representation of the integers. If $\text{MAI}=10\text{dB}$ and $r=5$ (Gold code 31), $L_{\text{min}} = 8$, which means at least eight bits are needed to represent any cross-correlation coefficient.

For matched filter output, we did some experiments by varying the number of users, MAI and SNR in the system (as shown in Figure 2.9). The number of bits needed is nine in a perfect power control case, ten in a MAI=10dB case for up to 20 users.

From Figure 2.9, we can also observe that if the number of users is small, SNR will dominate the variation of the dynamic range. While more users are involved in the system, MAI will control the number of bits.
For some applications, the optimized word length might not follow the relation in equation 2.19, but be usually smaller than $L_{\text{min}}$. The optimized word length is determined by simulation, in which the minimal mean square distortion is set corresponding to a particular performance requirement. The technique in details is not discussed in this thesis.
Figure 2.9: Dynamic range estimation by varying MAI, SNR and K
Chapter 3

DSP Implementations

From this chapter, we start addressing the implementation issues of the multistage detection for CDMA base stations, especially the differencing multistage detection algorithm.

3.1 Texas Instrument 'C6x DSP

DSP implementation has attracted a lot of attention for the cellular market [42]. Compared to general purpose microprocessors, DSP has lower power consumption and special instruction sets, which is suitable for digital filter design, fast transform and real-time applications.

The newly announced Texas Instruments' TMS320C6201 [43] is very suitable for this differencing multistage detection algorithm because it has a powerful VLIW (Very Long Instruction Words) DSP core. Working at 200MHz clock rate, it has totally eight functional units, including 2 multiplication units, 2 data transfer units and 4 general arithmetic units. Ideally it can execute eight instructions per clock cycle, which is about 1600MIPS (million instructions per second). Although it is a fixed-point processor, its 16-bit precision is good enough for the multiuser detection (according to the dynamic range analysis in Section 2.7).

The advantage of the VLIW architecture is that it is a static scheduling processor. Compared to superscalar based microprocessors, it has low complexity. However, the
efficiency of the executable code mostly depends on the efficiency of the compiler. The other drawback is the code length is usually longer than the code for other non-VLIW processors.

Texas Instruments has paid great attention on compilers. Their compiler can do fair amount of optimization work (see next section). With hand coded assembly code, it can achieve around 2MAC (multiply accumulate) per second. Their VLIW architecture is also an improved version, which can execute variable length of packed instructions, which removes redundant NOP (no operation) so that greatly reduces the length of the executable code.

The other newly announced chip in 'C6x family is the floating point DSP 'C67. Its processing power is over 1GFLOPS (giga floating point instructions per second). However, the floating point operations are not as efficient as fixed-point operations, although the precision is higher. We will focus on 'C62 implementation of the differencing multistage detector.

3.2 Real-time implementation issues

3.2.1 Real-time deadline

In order to implement algorithms on 'C6201 DSP in real-time, we need to consider several optimization issues. The major difference between a general performance simulation program and a real-time embedded program is that real-time implementations usually have deadlines for their processing time.

In the third generation wireless communications, the base station should be able to process up to 144 kb/s/user for multiple vehicular users. The lower bound of throughput is 144 kb/s/user. If we implement one base station using one 'C62 (work-
ing at 200MHz), the complexity of all the baseband process for all users should be less than $C$ in equation 3.1.

$$C = \frac{200 \text{MHz} \times 2 \text{MAC/cycle}}{144 \text{kb/s}} \approx 2778 \text{MAC/b}$$ \hspace{1cm} (3.1)

Here 2MAC/s is the upper bound performance for 'C6x DSP in 16-bit fixed point or single precision floating point computations.

### 3.2.2 Optimization methods

Particularly to 'C6x processors, there are several effective optimization methods.

1. **Algorithm level optimization**

   The original format of the differencing multistage detection algorithm contains two nested loops computing for each stage. Inside these nested loops, we need to do the interference cancellation. The basic operation is multiplying and accumulating. In numerical algebra, we know that there are several levels of computations, which are from the lowest to the highest: scalar-scalar, vector-vector and matrix-matrix. The higher the level is, the higher the speed would be in general. This is because higher level operation is beneficial to low-level optimization and memory access. We see the improvement when we use metrics and vectors instead of scalars in Matlab. The same enhancement can also occur if we use higher level operation. In this particular example, we replace the inner loops by dot products. Our assumption is the diagonal terms of the cross-correlation matrix are all zero, so that we do not need to check the indices.

   We also observe the property of the cross-correlation matrix, which is a banded, symmetric matrix as shown in equation 2.4. If the window size is large, most of the elements in the cross correlation matrix are zero. Therefore, in the dot product
operation, we select the range in any row of the cross-correlation matrix very carefully so that only elements within the band (mostly non-zero) are involved in the computation. It will save nearly 75% of total computations if the window size is 12.

The memory access is critical to the efficiency of the implementation. For dot product, it requires row-oriented storage type for matrices, which is the exact type for C. However, after we pick out the non-zero elements in the differencing vector, we do not need to compute the dot product any more. Instead, we may update element by element for those non-zero ones. It is very inefficient because even if there is only one non-zero element, it has to go through the first row to the last to update matrix-vector multiplication result (shown in Figure 3.1).

![Figure 3.1: Conventional matrix-vector multiplication: scanning and updating each row from the first to the last](image1)

![Figure 3.2: Sparse matrix-vector multiplication: column-oriented updating](image2)
Therefore we change the memory access method to the column-oriented update. For each non-zero element in the differencing vector, we find the corresponding column, in which all the elements will be scaled by this non-zero element. Update all of them in one loop and go on to the next non-zero element. It avoids the scanning the whole matrix. This method is illustrated in Figure 3.2.

Since 'C6201 is a fixed-point 16-bit processor, we also consider to port the original floating-point algorithm to fixed point. We implement the algorithm in 16-bit fixed point in order to maximize the precision as well as to make it possible to use all the functional units in one cycle.

2. C compiler optimizer

This is the basic optimization tool. It can allocate registers, simplify expressions, remove redundant loops and use inline calls for some small functions. We could also integrate some intrinsic instructions, such as "_ext" for sign extensive in order to get the sign bit of a number. Those instructions are build-in for 'C6x use only, however they can replace some complicated function calls to get further speedup.

3. Software pipelining

Software pipelining is a major technique to optimize VLIW code. It can schedule instructions from a loop in order to make multiple iterations of this loop execute in a parallel manner. Figure 3.3 illustrates such kind of process. In this example, the loop contains four major actions, namely loading operands, executing, saving results and loop counting. The shaded area shows the maximum overlapping part, which means they can be executed parallely. Using this pattern, we are able to figure out how to execute four loops together. Since VLIW architecture has eight functional units, in order to maximize the usage of these units, we should make more instructions to be able to run parallely. To fill in and flush the software pipeline, we need some less
paralleled code, called prolog and epilog. If the number of loop iterations is large enough, their impact is negligible.

Figure 3.3: Software-pipelined loops – LOAD: loading operands. EXEC: executing the operations. SAVE: saving results. LOOP: computing loop counter and branching

4. Inline assembly code:

Although C optimizer and software pipelining is good enough in some gentle applications, they can not maximize the performance of 'C6x. The best way to design a real-time embedded program is to use assembly language. However, due to the complexity of the VLIW architecture, prototyping cycle for an algorithm to the corresponding assembly code will be considerably long.

The common rule in computer architecture is to make the common instructions faster. It is not necessary to use assembly language everywhere because the number of critical sections is limited [44]. In the differencing multistage detector, most of the signal processing is done by matrix-vector multiplication. Therefore, if we could speedup this portion of the program, we would be able to get a dramatic overall speedup.

We use an assembly routine for dot products. This routine has a standard interface with C program. It implements a software pipelining, with a maximized usage of total
eight functional units, which reaches the performance of 2 MAC/s.

Figure 3.4 shows how well the above three optimization methods (2-4) work for the particular differencing multistage detection algorithm. The fully optimized code executes 15 times faster than the raw code (unoptimized). We can also see from the assembly code that global register optimization has a rough one functional unit usage per instruction, which means no parallelization. The software pipelining optimization approaches a five functional units usage per instruction (109.2 ÷ 20.9). After inserting inline assembly code, we almost get the best functional units usage rate – eight per instruction (156.2 ÷ 20.9). It also demonstrates that software pipelining and inline assembly code methods are two most effective ways to optimize real-time applications.

![Graph showing achieved data rate](image)

Figure 3.4: The efficiency of the optimization methods. Optimization methods from left to right are: no optimization, global and local register level optimization (-o3 -pm), software pipelining and inline assembly language optimization.
3.3 The testbed environment

In order to test the real-time performance of 'C6x DSP implementation, we build a simulation testbed, which consists of three different kinds of software: CDMA parameters setup, Code Composer and Matlab.

CDMA parameters window, which is written in Visual Basic 5.0, is a simple GUI to set important CDMA uplink parameters, including the number of users, SNR and MAI.

Code Composer from Texas Instruments is able to control 'C6x DSP board. We set profile points at the beginning and end of the differencing multistage detection function, which allows us to count number of clock cycles for one sliding window detection.

Matlab program displays the histogram (normalized to probability density functions) of the transmitted bits, soft decisions before and after the differencing multistage detector.

The operating system uses a basic synchronization technique. PC will send a message “hello” to DSP. DSP is ready and waiting for this “hello” message. Upon getting it, DSP runs the program and write the result into files. At the same time, a “done” label is set by DSP. While DSP is running, PC waits for this “done” signal. With this signal asserted, Matlab on PC is activated and it displays the result. The communication protocol is using file transfer, where both signal checking and setting are protected by dual locks to guarantee the mutual exclusion. This simple operating system shows a good capability to control this real-time simulation environment.
3.4 Performance and results

After further investigating this algorithm, we find that the differencing vector $\hat{x}$ has over 80% zeros after the first iteration in general. So it can be regarded as a sparse vector. When working on equation 2.12, instead of $(NK)^2$ times computations, we can deal with the non-zero terms only. In the second iteration for example, the total computations will shrink to $0.2(NK)^2$. With the algorithm level banded matrix optimization mentioned in Section 3.2, we can further save the computation. The following table is based on the assumption that two times (2X) speed can be achieved by the differencing method.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Total flops</th>
<th>Per user per bit flops</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional multistage</td>
<td>$2L(NK)^2$</td>
<td>$2LNK$</td>
</tr>
<tr>
<td>Differencing multistage</td>
<td>$2\frac{L}{2}(NK)^2$</td>
<td>$LNK$</td>
</tr>
<tr>
<td>Optimized differencing multistage</td>
<td>$2\frac{L}{2}3K \times NK$</td>
<td>$3LK$</td>
</tr>
</tbody>
</table>

Table 3.1: The complexity analysis: L: the number of iterations, N: the number of bits per window, K: the number of users

The theoretical result shows that the flops per user per bit is linear to the number of users in the system.

Armed with all the optimization techniques mentioned in Section 3.2, the 'C6201 DSP ensures about $\eta = 2$MAC per clock cycle in the kernel [44]. Since 'C6201 works at the clock cycle of $T_c = 5$ns, the maximum processing speed is about 150kb/s/user for a K=15, L=4 system. This rate is obtained by the relation below:

$$R = \frac{1}{3T_cLK^2/\eta} = \frac{1}{3 \times 5\text{ns} \times 4 \times 15^2/2} \approx 150\text{kb/s/user} \quad (3.2)$$

The proposed W-CDMA has a data rate up to 144kb/s, So even if all the 15 users use the highest data rate, we can still expect that the computation power
in the 'C6201 is enough to handle the future W-CDMA communications using the differencing multistage detector.

Figure 3.5: The real-time processing speed of 'C6x DSP

Figure 3.5 shows the complexity estimation bound and the actual profiling result by 'C6201. In 12-user system, the differencing multistage detector can reach up to 150kb/s/user, while the conventional multistage detector can only process at 100kb/s/user. The speed curve does not approach the theoretical bound because besides flops in the algorithm, many other overhead operations such as memory access are involved.

Figure 3.6 and 3.7 are the testing results for this testbed system. They show the probability density functions (PDF) of the transmitted bits, soft decisions before and after the differencing multistage detector. The transmitted bits are binary distributed, where the probabilities of +1 and -1 are equal to each other. The multiuser
environment and AWGN channel expand the distribution of the soft decisions. In Figure 3.6, MAI = 0dB, which means all the users have the same power. There is a huge overlapping area around the threshold 0 due to the multiuser interference, which causes a great deal of errors. However, after using the multistage detector, we get a cleaned-up area around threshold. The effectiveness of the multistage detector is further shown in Figure 3.7, where MAI = 12dB. The weakest user's amplitude is about one fourth of the interfering users, who cover the desired (weakest) user's information completely. On the contrast, the multistage detector removes the interference and distinguishes the weakest user from any other users.
Figure 3.6: Number of users = 12, Bits = 2000, SNR = 6dB, MAI = 0dB

Figure 3.7: Number of users = 12, Bits = 2000, SNR = 6dB, MAI = 12dB
Chapter 4

ASIC Implementations

In Chapter 3, we have discussed DSP implementations. Although high performance general purpose DSPs meet the real-time requirement, they are not cost-effective. In the real communication systems, sophisticated algorithms are mostly implemented by ASICs (Application Specific Integrate Circuits). They are so-called hardware implementations, which are potentially cheaper and faster. The power consumption is also lower. In this chapter, we present our ASIC implementation for the differencing multistage detector.

4.1 Prototyping the multistage detection algorithm

The first two stages' structure of the differencing multistage detector is shown in Figure 4.1. In this figure, we can get some sense about how interference cancellation works. In the first stage, it uses the previous estimations (from the matched filter output) to generate a new vector of signals. Then sum up all the interfering users and subtract them out from the matched filter output signal \( y \). In the end, a better estimation \( \hat{d}^{(1)} \) vector is produced. We need a conventional multistage detector as the first stage, so that two initial vectors are obtained for differencing method.

After the first stage, the differencing multistage detector starts to use the differencing vector \( \hat{x}^{(1)} \) as the input. Furthermore, the inputs for the interference cancellation is not the matched filter output, but previous stage's output \( z^{(1)} \)
Figure 4.1: The structure of the differencing multistage detector

Figure 4.2: Single ALU implementation of differencing multistage detector
Figure 4.2 is our design to implement the differencing multistage detector for synchronous users in hardware using a single ALU. If we skip the differencing vector and the shift of the cross-correlation constants, it can also be used as the conventional multistage detector. This design is based on 8-user short code spreading system. Soft decision inputs are parallel in bits for each user and time duplexing for all users. The output is also in this time duplexing format. The timing of inputs and outputs is controlled by hand shaking mechanism. We assume later stage is always ready since we are using differencing algorithm and it converges. The number of cycles needed for earlier stage must be equal to or more than that for later stages. The input numbers are in two's complement format and they are stored in the data register bank. At the same time, the hard decisions are acquired from the sign bit of the soft decision and differencing vector is generated by combinational logics. The recoder block will record the non-zero elements by their positions in the order of the first come, the highest priority. The timing for the accumulation is scheduled according to the positions of the non-zero elements. If an element is not zero, the recoder will pick out the corresponding cross-correlation data, and update all the soft decisions by subtracting it. Loading, shifting, accumulating and writing back are organized as a simple pipeline machine, managed by two phase clock. It will not stall because no data and control dependencies exist. Finally the soft and hard decision are generated one by one with certain hand-shaking protocols to the next stage. By passing the differencing vector generation block, this device works as the conventional multistage detector.
4.2 Implementation issues of the detector chip

4.2.1 Chip specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of users</td>
<td>8 (synchronous)</td>
</tr>
<tr>
<td>Soft decision precision</td>
<td>10-bit fixed point</td>
</tr>
<tr>
<td>Cross correlation precision</td>
<td>8-bit fixed point</td>
</tr>
<tr>
<td>Width of internal bus</td>
<td>12 bits</td>
</tr>
<tr>
<td>Clock rate</td>
<td>bi-phase clock at 12.5MHz</td>
</tr>
<tr>
<td>Throughput</td>
<td>190kb/s @12.5MHz</td>
</tr>
<tr>
<td>Transistor count</td>
<td>6K</td>
</tr>
<tr>
<td>Die size</td>
<td>$2.0 \times 2.0\text{mm}^2$</td>
</tr>
</tbody>
</table>

Table 4.1: The chip specification

In table 4.1, we summarize our chip specifications. To simplify the hardware design, we have focused on fixed-point implementation and synchronous system only. We choose eight-user system because all the control logic are basically binary counters. The number of users with a power of 2 would be most efficient. The input data bus is limited by the pin count of our chip. In order to meet the fixed point word length requirement, as the analysis in Section 2.7, we choose 10 bits as the input precision. The detector will allow us to detect eight users in a MAI=15dB and SNR=6dB environment. The internal data bus is wider than input or output bus to ensure no overflow will occur during computations.

In the differencing vectors, which are expressed as the difference of two consecutive hard decisions, there are only +2, -2 or 0s. Bypassing all the zeros, we are going to save the total computations. +2s and -2s can be easily implemented as arithmetic left shift once. So dedicated multipliers are not required.
Figure 4.3: ASIC chip layout: $1.2\mu m$, $2.0 \times 2.0mm^2$ die

4.2.2 Block descriptions

Figure 4.3 shows the actual chip layout by Magic. The chip has five major blocks: recoder, register A, B, C and ALU. Some PLA and temporary registers are auxiliary blocks.

Recoder: The recoder (Figure 4.4) is an innovative design in this chip. While we storing the soft decision values, it detects the position of all the non-zero elements in the differencing vector and stores their addresses and sign bits. The core part in this block is the up-down counter. It counts up when “abs” equals 1, i.e. a non-zero element in the differencing vector. In the interference cancellation stage, the “fetch” signal let the counter count down. When it reaches zero (all the data have been fetched), it sends out “done” signal, indicating the finish state of interference
cancellation.

**Register file A** has 12x8 register block, "read" decoder and "write" decoder and corresponding PLAs. It has the capability to be read and written at the same time (with different addresses). In the first step, it stores the input soft decision values. During the accumulation stage, it outputs the soft decisions to the ALU and stores the accumulation results.

**Register file B** has 4x8 register block, decoder and the corresponding PLA. It stores the address of non-zero element addresses in the differencing vector. During the accumulation stage, it outputs these addresses to fetch the proper cross-correlation constants in register C to the ALU.

**Register file C** has 8x8 register block the decoder and multiplexers. Due to the synchronous environment and the orthogonality of the Gold code 31, the cross-correlation matrix (RA) has the same elements in each row, so only eight registers are necessary to store the matrix. Before we load the soft decision values to the register file A, we could load the cross-correlation constants to this register. The write of this register file is controlled by the same PLA in register file A and the read is controlled
by the output of the register file B. We select the proper cross-correlation constants by determining if it is in the first stage and if the address is the same as that of register A (since we do not cancel the desired user's signal).

ALU is a 12-bit adder/subtractor logic block, which uses six 2-bit carry look-ahead addition to reduce the propagation delay time.

4.2.3 Cascade mode

Our chip implements a single stage of the conventional/differencing multistage detection algorithm. We can implement the multistage detection algorithm by cascading chips together. The number of chips that are cascaded depends on the number of the stages in the detector. If the chip is used as the first stage, we directly feed the inputs into the chip, which should have been supplied by the matched filter bank. But if the chip is not used as the first stage, it receives inputs from the chip of the previous stage. The flow of data between the chips is controlled by a hand shaking mechanism.

A three-stage differencing multistage detector is shown in Figure 4.5. Three ASICs are cascaded in a chain, driven by the same clock. The throughput is determined by the slowest stage (which is the first stage obviously) and the delay is governed by all the three stages. Thus, using differencing method will reduce the system delay dramatically.

4.3 Chip performance

The heart of the chip is the ALU, which performs the calculations in the nested loop and stores them back into registers. Hence, the speed of the ALU operating on the input and storing them back in the register file constitutes the critical path in the
Figure 4.5: Cascade mode of three-stage differencing multistage detector

circuit. To perform the worst case timing analysis, we should ensure that a change in the carry of one stage causes a change in the carry of the next stage, so that the carry bit ripples all the way to the top and produces a change in the output of the last stage.

Maximum Frequency

The SPICE analysis showed that the worst case could occur when all the inputs are high (carry is high) and all the carries change to low (due to all the inputs changing to low). i.e on a 1-to-0 transition of all the carries. The SPICE simulation for the worst case showed the maximum delay to be around 17ns. The result is shown in Figure 4.6. Hence, the theoretical maximum frequency obtained is 100MHz. But, the speed of operation is limited by the I/O pads to around 25MHz. Hence, maximum operating frequency for the chip is 25MHz.

Cascade mode test

From our hardware simulation, three-stage system delay with the differencing
Figure 4.6: The SPICE analysis of the ALU

Algorithm is less than 100 cycles. Working at the clock rate of 12.5MHz, the system delay is about 5\(\mu s\), much less than that of the conventional multistage detector, which is around 12\(\mu s\). Further, system throughput is determined by the first stage because it is the slowest stage in the system. By our design, the system can reach a throughput up to 190kb/s with proper buffering. This rate meets 144kb/s requirement of the W-CDMA communication requirements.

4.4 Scalable ASIC design

The tiny chip implementation shows very high performance in the real-time communication. However, due to resource limitations, this chip can handle much less users than a commercial CDMA base station can. If we need to design a more powerful chip, it should follow the specifications in table 4.2.
Figure 4.7: Chip testing result

<table>
<thead>
<tr>
<th></th>
<th>Current Tiny-Chip</th>
<th>Chip in the future</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity</td>
<td>8 synchronous users</td>
<td>30 asynchronous users</td>
</tr>
<tr>
<td>Precision</td>
<td>12-bit</td>
<td>16-bit</td>
</tr>
<tr>
<td>Clock Rate</td>
<td>12.5MHz</td>
<td>100MHz</td>
</tr>
<tr>
<td>Internal registers</td>
<td>0.3 kb</td>
<td>8 kb</td>
</tr>
<tr>
<td>ALU</td>
<td>partial carry look-ahead adder</td>
<td>Three full carry look-ahead adders</td>
</tr>
<tr>
<td>Transistors</td>
<td>6K</td>
<td>100K</td>
</tr>
</tbody>
</table>

Table 4.2: Scalable ASIC design for the multistage detector
For a larger ASIC design, high level behavior description and synthesis language such as VHDL or Verilog should be used. If we design a chip, which can handle 30 asynchronous users (upper limit for Gold code 31 system), it would require three full carry look-ahead adder as the ALU. The cross-correlation matrix has $30^2 = 900$ elements, each one of which has 8-bit precision (according to Section 2.7). We expand the data bus width to 16 bits in order to accommodate higher MAI. Total number of register cells are $900 \times 8 + 30 \times 16 \approx 8kbit$. Since a static register cell consists of 10 transistors, we can presume that total number of transistors would be around 100K. Current high density FPGA, such as Xilinx XC4000XL [45], has up to 500k gates, running at 96MHz clock rate. Its capacity and speed are good enough for W-CDMA base station detector design.

4.5 Comparison of DSP and ASIC implementations

Since we have implement the same algorithm – differencing multistage detector by both DSP and ASIC, it would be very interesting to compare these two different implementations in terms of cost, speed and design cycle. Table 4.3 summarizes the major features of these two implementations.

From Figure 3.5, 'C62 DSP can process eight users at 300kb/s/user, while ASIC works at 190kb/s/user. However, DSP requires much higher clock rate and higher complexity. VLIW architecture is a good general purpose DSP core, but not cost effective for one specific application. On the other hand, DSP implementation is more flexible and versatile. It allows developers to fine tune the algorithm easily, consequently the design cycle is short.

The next generation W-CDMA base station would use the combination of the general purpose DSP core and ASIC for the system-on-a-chip design. Current TI's
<table>
<thead>
<tr>
<th>8 users</th>
<th>DSP (C6201)</th>
<th>ASIC (Tiny Chip)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock</td>
<td>200MHz</td>
<td>12.5MHz</td>
</tr>
<tr>
<td>Precision</td>
<td>16-bit</td>
<td>12-bit</td>
</tr>
<tr>
<td>Speed</td>
<td>300kb/s/user</td>
<td>190kb/s/user</td>
</tr>
<tr>
<td>Complexity</td>
<td>10M (0.25μm)transistors</td>
<td>6K (1.2μm)transistors</td>
</tr>
<tr>
<td>Design Cycle</td>
<td>short</td>
<td>long</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison between DSP implementation and ASIC implementation

'C54 family DSP has DSP core with a Viterbi decoder, dedicated to the communication algorithm. Such kind of software and hardware co-design allows DSP core to do higher level control and signal processing work and ASIC to implement highly developed algorithms, in order to achieve the best cost-effective design.
Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, we have focused on the implementation issues for the multiuser detection algorithm in CDMA wireless communication systems. Particularly, we have implemented the differencing multistage detector by both DSPs and ASICs. The major contributions of this thesis is the following:

First, we invented the differencing multistage detection algorithm. Compared to the conventional single user like detector, the multistage detector shows a great improvement in the detection performance. We exploited the convergence property of the iterative algorithm to greatly reduce the complexity of the multistage detector. The new differencing multistage detector computes the difference of vectors between two consecutive stages and saves computations when the difference becomes zero. This technique shows a great deal of savings in contrast to the conventional multistage detector, shown by a 2X speedup in a three-stage detector. We have also investigated the convergence property and fixed-point prototyping issues to insure its feasibility.

Second, we have developed an optimized DSP implementation of this algorithm. We use multi-step optimization methods to make full usage of all eight functional units in TI's 'C6x DSP and meet the real-time requirement of 144kb/s/user in a 12-user system.

Finally, we designed an ASIC chip to implement the differencing multistage detec-
The chip was fabricated by 1.2µm CMOS technology with a die size 2.0×2.0mm². Three cascaded chips perform a three-stage multistage detection with a throughput of 190kb/s/user in an eight-user system. The architecture is scalable for a larger design.

5.2 Future work

In Section 2.2.2, we mentioned joint channel estimation and multiuser detection scheme. It both simplifies the receiver structure and achieves high performance. Therefore, it would be the research direction in the future. The future research will lead to the implementation of joint synchronization and detection receivers in DSPs and ASICs.

For the hardware implementation, the first stage is the bottleneck of the detector, which limits the throughput of the system. How to reduce the complexity of the first stage will be an interesting topic. Some viable schemes could be: lower precision for the first stage or higher speed and complexity for the first stage.

The other limitation is that current differencing multistage detection algorithm can only be adopted in short spreading-code W-CDMA systems. Using some generic interference cancellation methods, we should also be able to extend this algorithm to long spreading code system.

Finally, since we have already had a basic architecture for the differencing multistage detector, we could easily port this design to a larger ASIC. We should be able to use hardware description language VHDL or Verilog to design the chip and implement it on FPGAs.
Appendix A

Appendix

A.1 How to get Figure 1.3

The standard $SNR_0$ to get a bit error rate $P_e$ is

$$SNR_0 = \frac{E_b}{N_0/2} = 20\log(Q^{-1}(\frac{P_e}{0.5}))^2$$  \hfill (A.1)

The $SNR_1$ needed to maintain a bit error rate $10^{-3}$ is:

$$\frac{1}{SNR_1^{-1} + \alpha K} = 20\log(Q^{-1}(\frac{P_e}{0.5}))^2$$  \hfill (A.2)

where $\alpha$ is the cross-correlation coefficient and $K$ is the number of users. Here we assume all the users have the same power and they are normalized to 1.
Bibliography


