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I. INTRODUCTION

An explanation of the properties of the quantum mechanical solids formed under pressure by $^{4}\text{He}$ and $^{3}\text{He}$ is one of the most interesting unsolved problems in equilibrium statistical mechanics. However, if the He-He repulsive interactions can be approximated by a hard core, one can turn his attention to the problem of calculating the properties of a quantum hard sphere solid as a first step in developing a theory for He. In this paper we will be concerned about the asymptotic behavior of the Helmholtz Free Energy as the density approaches the close-packed density for a system of hard sphere bosons or fermions. The high density limit offers some simplifications (such as localization of the particles) and may be a valuable aid in determining the relative stability of the hexagonal close-packed structure and the face centered cubic structure.

It can be shown that the energy levels of a hard sphere system have the following high density asymptotic form

$$E_j \sim \frac{k^j_\hbar^2}{a+\sigma} \frac{1}{2m(a-\sigma)^2}, \quad (I.1)$$

where $2\pi\hbar = h$ is Planck's Constant, $m$ is the mass of a sphere, $a$ is the nearest neighbor lattice spacing, $\sigma$ is the hard sphere diameter and $K^j_\hbar$ is a constant which depends on the lattice configuration.
To calculate $k^1$ we use the fact that in the limit $\rho \to 0$, the region of accessible configurations is a polytope.\footnote{1} For $N$ spheres under high compression, the region of accessible configurations in the $dN$-dimensional space $\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_N$ contains cavities connected by long narrow tubes. We now specify that our cavities represent different permutations of the spheres for a given close packed lattice configuration. If we denote a close packed configuration by the $dN$-dimensional vector $\mathbf{x}^{(o)} = \{ R^0_{1}, R^0_{2}, \ldots, R^0_{N} \}$, where $R^0_{i}$ is the vector to the $i$th lattice site, then for a uniform expansion of the lattice in which every particle $i$ moves away from $R^0_{i}$ a cavity is formed about $\mathbf{x}^{(o)}$.

As the external pressure is increased the tubes become narrower and longer so that at high compression we can, to a first approximation, neglect the tubes and discuss the eigenvalue problem for a single cavity. The $dN$-dimensional space now contains $N!$ identical disjoint cavities. Each cavity is bounded by curved hypersurfaces (the hypersurfaces are curved because the spheres have curved $d$-dimensional surfaces), but at very high compression only a small part of each hypersurface serves as the boundary of the allowed region, so we replace the hypersurfaces by their tangent hyperplanes. A proof of this for hard disks and hard spheres is given in Appendix B. Our eigenvalue problem is now that of a resonance cavity in $dN$-dimensions with the shape of a polytope.
Alder, Carter and Young recently determined the first few energy
levels in the single particle approximation for hard sphere f.c.c. and
h.c.p. lattices, and it would be of interest to know the effects of
correlated motion on the relative stability of these two lattices. We
have a rough estimate of these effects (see Section III); for both
lattices the one particle approximation gives a ground state energy
that differs from the exact ground state energy by a factor of about
2.3, but the estimate is not accurate enough to differentiate between
the two lattices.

In Section II the cell cluster method is described, and for the
case of rigid disks in a triangular lattice, the first 20 energy levels
for the single particle cell and the 2-particle cell are given. The
Helmholtz Free Energy is then calculated and compared with the classical
results.

In Section III we establish upper and lower bounds on the ground
state energy for the hard sphere f.c.c. and h.c.p. lattices, and an
approximate lower bound for these two lattices is established.
II. THE CELL CLUSTER METHOD: AN EXPANSION OF THE
HELMHOLTZ FREE ENERGY

We now describe the cell cluster formalism for hard spheres,
which generates approximations to the exact 3N-polytope method de-
scribed in the Introduction. 3

First span the N-particle system by a virtual lattice and consider
all possible sets of lattice sites which can be connected using nearest
neighbor bonds. Classify each set according to the number of sites n
and the configuration t and call it a cluster of type (n, t). For each
set (n, t) we fix the remaining N-n particles, not associated with the
n sites of the cluster, at their lattice positions. We then compute
the canonical partition function, Q^t n, for the n-particles in the
cluster and from this obtain the corresponding free energy,

\[ F_{n,t} / k_B T = -k_B T \ln Q^t n,t \]  (II.1)

We then define a series of functions \( W_{n,t} \) by means of the following
recursion relations:

\[ W_{1,1} = F_{1,1} / k_B T, \]

\[ W_{n,t} = F_{n,t} / k_B T - \sum_{\ell=1}^{n-1} \sum_{S} Y_{n,t,\ell,S} W_{\ell,S}, \quad n \geq 2, \]  (II.2)

where \( Y_{n,t,\ell,S} \) is the number of subclusters of type (\( \ell, S \)) in the cluster
(n, t). 4
For a macroscopic system of n particles, the total free energy may be written

\[
\frac{F_N}{Nk_B T} = \sum_{n=1}^{N} \sum_{t} g(n,t) W_{n,t}, \quad \text{(II.3)}
\]

where \(g(n,t)\) is the number of different ways the cluster \((n,t)\) can be formed in the system of \(N\) particles. Eq. (II.3) is formally equivalent to the expression

\[
\frac{F_N}{Nk_B T} = -N^{-1} \ln Q(N,V,T). \quad \text{(II.4)}
\]

The usefulness of Eq. (II.3) depends on the assumption that the dominant terms in the summation over \(n\) are those for which \(n\) is small; that is, we assume that the one particle approximation with additional terms arising from short range correlations accounts for most of the free energy in the system. This assumption appears to be justified in the case of classical hard spheres at high density, as the agreement between the classical cell-cluster theory and machine calculations is very good.\(^6\)

In order to determine the contribution to \(\frac{F_N}{Nk_B T}\) from each cluster \((n,t)\) for a quantum hard sphere system at high density we must calculate

\[
Q_{n,t} = \sum_{k=0} \exp(-\beta E_{k,n,t}), \quad \text{(II.5)}
\]

where \(k\) indexes a quantum state. The remainder of this section is concerned with the determination of the \(E_{k,n,t}\) for small \(n\) and \(k\).
To find \( E_{k,n,t} \) we must solve the Schrödinger Wave Equation

\[
\left( -\frac{\hbar^2}{2m} \sum_{j=1}^{n} \nabla_j^2 + E_{k,n,t} \right) \psi_{k,n,t}(r_1, \ldots, r_n) = 0
\]

(II.6)

with the boundary conditions

\[
\psi_{k,n,t} = 0, \quad |r_j - r_i| - \sigma = 0,
\]

(II.7)

where \( r_j \) is the position vector of the \( j \)th particle and \( \sigma \) is the hard sphere diameter. The restrictions on \( i \) and \( j \) in Eq. (II.7) are such that for each particle in \( (n,t) \), a nearest neighbor gives rise to a boundary condition. In the close packed limit, the nearest neighbor collision spheres can be approximated by their tangent hyperplanes (see Appendix B) and Eq. (II.7) becomes

\[
\psi_{k,n,t} = 0, \quad |\omega_{ij} \cdot r_{ij} - \sigma| = 0,
\]

(II.8)

where \( \omega_{ij} = r_{ij}^o / |r_{ij}^o| \) is a unit vector along the line between lattice sites defined by \( r_{ij}^o = r_j^o - r_i^o \).

Let \( r_j \) be the position vector of the \( j \)th sphere center relative to its lattice position \( R_j^o \). Then

\[
r_{ij} = R_{ij}^o + y_{ij}
\]

(II.9)

and Eq. (A.8) becomes

\[
\psi_{k,n,t} = 0, \quad |\omega_{ij} \cdot R_{ij}^o + \omega_{ij} \cdot y_{ij} - \sigma| = 0.
\]

(II.10)
Applying the transformation

\[ Z_{ij} = y_{ij} / (a - c), \]

\[ a = |R_\alpha|, \quad (\text{II.11}) \]

and noting that for nearest neighbors

\[ w_{ij} \cdot R_\alpha \cdot Z_{ij} = a, \quad (\text{II.12}) \]

Eq. (II.10) becomes

\[ \psi_{k,n,t} = 0, \quad |w_{ij} \cdot Z_{ij} + 1| = 0. \quad (\text{II.13}) \]

If we express Eq. (II.6) in terms of the \( Z_{ij} \), we obtain (for \( d=3 \))

\[
\left( (a - c)^2 \frac{\hbar^2}{2m} \sum_{j=1}^n \left[ \frac{\partial^2}{\partial x_{1,j}^2} + \frac{\partial^2}{\partial x_{2,j}^2} + \frac{\partial^2}{\partial x_{3,j}^2} \right] - E_{k,n,t} \right) \psi_{k,n,t} = 0,
\]

\[ Z_{ij} = x_{1,j} \hat{i} + x_{2,j} \hat{j} + x_{3,j} \hat{k}, \quad (\text{II.14}) \]

where \( \hat{i}, \hat{j}, \hat{k} \) are mutually orthogonal unit vectors. The boundary conditions for Eq. (II.14) are

\[ \psi_{k,n,t}(Z_1, \ldots, Z_n) = 0, \quad |w_{ij} \cdot Z_{ij} + 1| = 0. \quad (\text{II.15}) \]
\( \psi_{k,n,t} \) represents the wave function of a point mass \( m \) moving freely inside a 3n dimensional polytope, the potential becoming infinite on the boundary surface of the polytope.

If we are to solve Eq. (II.14) using the Method of Linear Variations, we must construct a set of functions that are linearly independent of one another, and that satisfy the boundary conditions in Eq. (II.15). Each member of such a set could be constructed by multiplying the product of the boundary functions \( \left( w_{ij} \cdot Z_{ij} + 1 \right) \) by a polynomial, \( M_{\ell} \), which is linearly independent of any other \( M_{\ell} \) we use. The use of polynomial wavefunctions enables us to analytically calculate matrix elements with greater accuracy than if we used more complex functions and had to integrate numerically to obtain matrix elements.

As an example, take the case \( n = 2 \) for rigid disks in a two-dimensional triangular lattice (see Figure 1 and Figure 2); there is only one cluster of this type with \( g(2,1) = 3 \), and there are eleven boundary conditions. We shall choose the coordinate system so that the origin is the lattice site of particle 1, and the coordinate system for particle 2 is obtained by translating the coordinate system for 1 in the positive direction along the \( x_{1,1} \) axis. For simplicity in notation, let \( x_{1,1} = x_1; x_{1,2} = x_2; x_{2,1} = x_3; x_{2,2} = x_4 \), so that the interior and boundary of this four-dimensional polyhedron are described by
\[-\frac{1}{\sqrt{3}} x_1 - x_2 + \frac{2}{\sqrt{3}} \geq 0, \quad -\frac{1}{\sqrt{3}} x_3 - x_4 + \frac{2}{\sqrt{3}} \geq 0, \]
\[x_1 + 1 \geq 0, \quad 1 - x_3 \geq 0, \]
\[x_2 + \frac{1}{\sqrt{3}} x_1 + \frac{2}{\sqrt{3}} \geq 0, \quad x_4 + \frac{1}{\sqrt{3}} x_3 + \frac{2}{\sqrt{3}} \geq 0, \]
\[x_2 - \frac{1}{\sqrt{3}} x_1 + \frac{2}{\sqrt{3}} \geq 0, \quad x_4 - \frac{1}{\sqrt{3}} x_3 + \frac{2}{\sqrt{3}} \geq 0, \]
\[\frac{1}{\sqrt{3}} x_1 - x_2 + \frac{2}{\sqrt{3}} \geq 0, \quad \frac{1}{\sqrt{3}} x_3 - x_4 + \frac{2}{\sqrt{3}} \geq 0, \]
\[1 + x_3 - x_1 \geq 0. \quad (II.16)\]

The wave function, $\psi(x_1, x_2, x_3, x_4)$, must be identically zero when any one of the above inequalities becomes an equality. The most obvious way to insure this is to take

$$\psi(x_1, x_2, x_3, x_4) = \sum_{j=0}^{\infty} a_j \phi_j(x_1, x_2, x_3, x_4), \quad (II.17)$$

where the $\phi_j$ are formed by taking the product of the eleven boundary functions in Eq. (II.16) and multiplying the result by a modifying polynomial $M_j(x_1, x_2, x_3, x_4)$. If we minimize the energy with respect to the $a_j$ we obtain the Secular Determinant whose roots are the eigenvalues we seek.
Let us write \( \phi_j = M_j D \), where \( D \) is the product of boundary functions and \( M_j \) is the modifying polynomial. If we wish to approximate the ground state wave function which has no nodes, the natural choice for \( M_j \) is to take \( M_j = D^j \), which gives a Lagrange Expansion for \( \psi \).

Such a choice is not practical because of the number of terms in the \( \phi_j \). In the above example, \( D \) has 115 terms, \( D^2 \) has 1181 terms, and \( D^4 \) has well over a half million terms.

A more practical method, and the one that was used, is to take

\[
M_j = x_1^{N_1} x_2^{N_2} x_3^{N_3} x_4^{N_4}
\]

with the restriction

\[
\sum_{i=1}^{4} N_i \leq 4,
\]

where \( N_i \) is either 0 or a positive integer \( \leq 4 \). There are 70 linearly independent \( \phi_j \) that can be constructed using this scheme and all 70 of these were used. Convergence to the lowest eigenvalue was good enough so that more sophisticated variation procedures were considered unnecessary.

A similar procedure was used for the case of a single disk surrounded by fixed nearest neighbors (see Figure 2 and Figure 6). We chose

\[
M_j = x_1^{N_1} x_2^{N_2}
\]

(\( x_1 = 0 \) and \( x_2 = 0 \) being the origin) with \( N_1 + N_2 \leq 20 \), and 91 of the 191 possible combinations for \( M_j \) were used.

Table I and Table II list the first 20 eigenvalues for the 1-disk and 2-disk cases, respectively. The eigenvalues are given in units of

\[
\frac{\hbar^2}{2m} (a - c)^2,
\]

where \( m \) is the mass of a disk, \( a \) is the nearest neighbor lattice distance, and \( c \) is the diameter of a disk. An accurate estimate of the error in each of the eigenvalues is difficult to obtain. One reason is that in our choice of wave functions we have restricted ourselves to a single function formed by taking the product of the boundary functions,
and we also have those functions which are zero on at least one coordinate axis. Linear combinations of these functions will possess many different symmetries, so that the inclusion of an additional basis function may or may not contribute to the lowering of a given eigenvalue. In addition, it is possible that some wavefunctions cannot be described by any linear combination of our basis functions, in which case we will have omitted those eigenvalues. The latter possibility is remote as long as we consider only the first \( \ell \) eigenvalues using \( N \) basis functions where \( \ell \) is less than \( \frac{2}{3}N \). We tested this assumption by observing how a given eigenvalue changed as we varied \( N \). If \( \ell \leq 20 \), there were only small changes in these eigenvalues for \( N > 30 \). This was true for both the single and two particle cases. Since the maximum value of \( N \) is 91 for the single particle case and 70 for the two particle case, it seemed unlikely that some linear combination of 40 or 50 basis functions in addition to the first 30 would not give a reasonable approximation to the \( \ell \)th wavefunction. The diagonalization routine used resulted in eigenvalues that were accurate to 8 significant figures, so that this source of error could be disregarded. By examining the converging sequence for each of
the first 20 eigenvalues, we have concluded that our eigenvalues for
the two particle case are accurate to four significant figures, and our
eigenvalues for the single particle case are accurate to five signifi-
cant figures. Our main criterion was that the lowest eigenvalue was
accurate to s significant figures if there was no change in the sth
significant figure upon the addition of the last twelve basis functions.

The main drawback of the method we used was the amount of time
spent in programming and running the problem on the Rice Computer. The
two particle case, for example, required nearly 140 hours of computer
time to be run and checked once. We hope that the time factor can be
significantly reduced by making efficient use of a more modern, high
speed machine.

In Table III we present the results obtained by Alder, Carter and
Young\textsuperscript{9} for the two types of close packed 3-dimensional lattices. The
first few levels for the single particle cells corresponding to the
hexagonal close packed (h.c.p.) lattice and the face centered cubic
(f.c.c.) lattice are given in units of $\frac{\hbar^2}{2m} (a - \sigma)^{-2}$, where m, a, and $\sigma$
have the same meaning as in the 2-dimensional cases.
If we return to the first entries in Table I and Table II, we see that for rigid disks, using the cell cluster formalism, the ground state energy per particle is given by

\[ E_o = \frac{h^2}{2m(a-\sigma)^2} [5.3667 + 1.881], \]  \hspace{1cm} (II.18)

or

\[ E_o = \frac{h^2}{2m(a-\sigma)^2} [7.248]. \]  \hspace{1cm} (II.19)

The second term in Eq. (II.18) is the cell cluster correction for pair correlation.

We now present a comparison between the quantum approximation to the Helmholtz Free Energy for rigid disks and the corresponding classical approximation. We shall assume that the density of the system is such that corrections for the curvature of the disks can be neglected. The quantum Helmholtz Free Energy is given by

\[ \frac{F_q}{Nk_B T} \approx -\ell n[e^{-5.3667 B} + 2e^{-13.599 B} + \ldots] \]

\[ - 3(\ell n[e^{-11.360 B} + e^{-18.352 B} + \ldots]) \]

\[ - 2\ell n[e^{-5.3667 B} + 2e^{-13.599 B} + \ldots]), \] \hspace{1cm} (II.20)

where

\[ B = \frac{\hbar^2}{8\pi^2 mk_B T(a-\sigma)^2}. \] \hspace{1cm} (II.21)
Now \( v/v_o = a^2/\sigma^2 \), so that

\[
B = \frac{h^2}{\sigma^2} \frac{1}{8\pi^2mk_B T \left( \frac{v}{v_o} \right)^2 - 1} \xrightarrow{v \to v_o} \frac{h^2}{\sigma^2 2\pi^2 mk_B T \left( \frac{v}{v_o} - 1 \right)^2}.
\] (II.22)

The classical Helmholtz Free Energy is given by

\[
F_c/Nk_B T \approx 2\ell \ln \left( \frac{\lambda}{\sigma} \right) - 2\ell \ln \left( \frac{v}{v_o} - 1 \right) + 0.1328 + O\left( \frac{v}{v_o} - 1 \right),
\] (II.23)

where

\[
\lambda = \left( \frac{h}{2\pi mk_B T} \right)^{\frac{1}{2}}
\] (II.24)

is the mean thermal wavelength. We write Eq. (II.23), neglecting terms of order \((v/v_o - 1)\), as

\[
F_c/Nk_B T \approx \ell \ln \left[ e^{0.1328\pi B} \right]
\] (II.25)

and compare Eq. (II.25) with Eq. (II.20) for different values of \(B\) (see Fig. 3). If we fix \(v/v_o\) at some value very close to 1, then for disks of a given size and mass, \(B\) is proportional to \(1/T\). We expect the quantum results to be appropriate for large \(B\) and the classical approximation to hold for small \(B\).

For \(B < 0.6\) the higher energy levels become important and so Eq. (II.20) becomes a poor approximation for \(F_q/Nk_B T\). If we had the entire eigenvalue spectrum, \(F_q/Nk_B T\) would approach \(F_c/Nk_B T\) as \(B \to 0\) at constant \(v\).
III. COMPARISON WITH EXPERIMENTAL RESULTS: UPPER AND LOWER
BOUNDS ON THE GROUND STATE ENERGY

In this section we compare the results we obtain for $E_0$, the
ground state energy per particle, with experimental data.

The following scheme was employed by R. Cole\textsuperscript{11} to relate pressure-
volume data to the energy levels of a dense many-body system whose atoms
possess a hard-core repulsive potential. It is assumed that in the
close packed limit each particle of diameter $\sigma$ is confined to move in a
region with characteristic dimension $R$, the mean particle spacing. By
the Heisenberg principle, each has a momentum $\propto \hbar (R - \sigma)^{-1}$, and a kinetic
energy $\propto \hbar^2/2m(R - \sigma)^{-2}$. Expressed in terms of densities, the ground
state energy per particle may be written

$$E_0 \sim A \frac{\hbar^2}{2m} \left( \rho^{\frac{1}{3}} - \rho_0^{\frac{1}{3}} \right)^{-2},$$

(III.1)

where $\rho_0$ is the ultimate density and $A$ is a constant. This result is
independent of statistics, since the particles are localized in a lattice
and are therefore distinguishable. For low temperatures and high den-
sities it is assumed that the system energy levels are so closely spaced
that Eq. (III.1) still holds if we replace $E_0$ with $E$. Now consider a
non-singular attractive potential $V'$, in addition to the hard-core
potential. It is reasonable to determine the system energy levels by
considering $V'$ as a perturbation and carrying out a perturbation ex-
pansion using as unperturbed states the hard sphere states. To first
order in $V'$ the energy per particle can be written

$$E = E_{h.s.} + \langle \psi | V' | \psi \rangle,$$

(III.2)

where $|\psi\rangle$ is the hard sphere state. Cole considered two systems with the same $V'$ and $\rho_o$ but with different masses, $M_1 m_u$ and $M_2 m_u$ ($m_u$ is the atomic mass unit). He then took the volume derivative of

$$E_2(\rho) - E_1(\rho) = \frac{M_1 - M_2}{M_1 M_2} E^*(\rho)_{h.s.}$$

(III.3)

where $E^*(\rho)_{h.s.}$ has the form (III.1) with $m = m_u$, to obtain

$$\rho^{\frac{1}{3}} = \rho_0^{\frac{1}{3}} + \left(\frac{2A}{3} \frac{h^2}{2m_u}\right)^{\frac{1}{3}} \rho^{\frac{2}{3}} \rho_0^{\frac{1}{3}}$$

(III.4)

where

$$P_0 = \frac{M_1 M_2}{M_1 - M_2} [P_2(\rho) - P_1(\rho)]_{T=0},$$

$$P_1(\rho) = -N \frac{\partial E_1(\rho)}{\partial V} = \rho^2 \frac{\partial E_1(\rho)}{\partial \rho},$$

(III.5)

$P_2(\rho)$ and $P_1(\rho)$ being the external pressure on systems 2 and 1. A plot of $\rho^{\frac{1}{3}} P_0^{\frac{1}{3}}$ against $\rho^{\frac{1}{3}}$ gave (approximately) a straight line whose slope gave $A$ and whose $\rho^{\frac{1}{3}}$ intercept gave $\rho_o$. Experimental data for the He$^3$ - He$^4$ pair resulted in $A = 15.7 \pm 2.0$.

We will now show that the Faber-Krahn Inequality (see Appendix A) generates an expression for $E_0$ which is asymptotically equivalent to Eq. (III.1).
In Eq. (A.19), if we examine the large \( \ell \) asymptotic form of 
\[ K^2_E, \frac{\ell - 2}{2}, 1 \] 
and \( \Gamma(1 + \ell/2) \sim \frac{2}{\ell} \), we obtain
\[ K^2_E, \frac{\ell - 2}{2}, 1 \sim \frac{\ell^2}{4}, \]
\[ \Gamma(1 + \ell/2) \sim 2 \ell, \]  
(III.6)

so that Eq. (A.19), for large \( \ell \), may be written
\[ E_o \rho_o = \frac{\hbar^2}{2m} \frac{\text{deg}}{2} \nu^2 \frac{\ell}{E}, \]
\[ \ell = dN, \]  
(III.7)

where \( N \) is the number of particles in the system.

We use an asymptotic expression for \( V \), the classical configurational integral, which was derived by Salsburg et al.: \(^6\)
\[ \frac{1}{V} \sim d \frac{(\frac{\alpha}{1-\alpha})^d}{\prod_{i=0}^{\infty} \gamma_i} \] 
\[ \alpha = 1 - (\rho/\rho_o)^d = (a - \sigma)/a, \]  
(III.8)

where \( \gamma_1, \gamma_2 \ldots \) are constants which account for the curvature of the hard spheres. In particular, for \( d=3 \) and for the f.c.c. and h.c.p. lattices:
\[ \text{h.c.p.} \quad \gamma_0 = C = -1.515, \]
\[ \gamma_1 = D = -1.326, \]

\[ \text{f.c.c.} \quad \gamma_0 = C = -1.523, \]
\[ \gamma_1 = D = -1.344. \quad (\text{III.9}) \]

Thus Eq. (III.7) may be written

\[ E_o \sum_{\rho=\rho_o} \frac{\hbar^2}{2m} \frac{\text{sen}}{2} (a-c)^{-2} \exp \left[ \frac{2}{d} \sum_{i=0}^{\infty} \gamma_i \alpha^i \right], \quad (\text{III.10}) \]

or

\[ E_o \sum_{\rho=\rho_o} \frac{\hbar^2}{2m} \frac{\text{sen}}{2} (a-c)^{-2} e^{\frac{2\gamma_0}{d}} \left[ 1 + \frac{2\gamma_1}{d} \alpha + \left( \frac{2\gamma_2}{d^2} + \frac{1}{d^2} \right) \alpha^2 + O(\alpha^3) \right]. \quad (\text{III.11}) \]

Eq. (III.11) is an asymptotic Laurent Expansion for \( E_o \), the dominant term for small \( \alpha \) being the first term, which has a second order pole at \( \alpha = 0 \). In order to compare Eq. (III.11) or Eq. (III.10) with Eq. (III.1) we must consider the case \( d = 3 \) for the h.c.p. or f.c.c. lattice. First consider that for both close packed lattices

\[ (a-c)^{-2} = (\rho_o^{-\frac{1}{3}} - \rho_o^{-\frac{1}{3}})^{-2} 2^{\frac{1}{3}}, \]

\[ \rho_o^{-1} = v_o = \sigma^3 2^{-\frac{1}{3}}. \quad (\text{III.12}) \]
We now compare the first term in Eq. (III.11) with Eq. (III.1), using
\( \gamma_o = -1.515 \):

\[
E_o \geq \frac{n^2}{2m} (\rho - \frac{\rho_0}{\rho})^{-2} \left[ \frac{3 \pi \rho_0}{2} \rho^{\frac{1}{3}} \exp \left(-1.008\right) \right], \quad (III.13)
\]

\[
E_o \geq \frac{n^2}{2m} (\rho - \frac{\rho_0}{\rho})^{-2} (5.94) . \quad (III.14)
\]

Eq. (III.14) establishes an approximate asymptotic lower bound on
\( E_o \) in the high density limit. Because the accuracy of \( K^0 \) is determined
by \( \gamma_o \) which is probably correct to within a few per cent\(^{12} \) we feel
that Eq. (III.14) is very close to the best asymptotic high density
lower bound on \( E_o \) that can be obtained using the Faber-Krahn Inequality.
The experimental densities were such that \( \rho/\rho_o \) ranged from .14 to .38
which is considerably less than 1. Thus we would not expect Eq. (III.14)
to be applicable in this range. From Eq. (III.8), Eq. (III.9) and Eq.
(III.10) we see that since \( \gamma_1 \) is negative, if we include terms of order
\( \alpha \) in Eq. (III.10) for any \( \rho/\rho_o < 1 \), we will obtain a lower bound on
\( E_o \) which is less than that given by Eq. (III.14).\(^{14,15} \)

If we use a lower bound for \( \gamma_o \)(f.c.c.), - 2.23, which gives an
upper bound for \( V \) in the high density limit,\(^{16} \) we obtain

\[
E_o \geq \frac{n^2}{2m} (\rho - \frac{\rho_0}{\rho})^{-2} (1.63). \quad (III.15)
\]
Eq. (III.15) establishes a rigorous lower bound on $E_o$ in the high density limit; we shall now establish an upper bound for $E_o$ by considering the high density single particle cell, where the cell is so small that the spheres cannot contact one another.\textsuperscript{17} Each cell has the shape of a rhombic dodecahedron (f.c.c.) or an icosahedron (h.c.p.), the shortest distance between the cell's center and a facet being equal to $\frac{1}{2}(a - c)$, where $a$ is the distance between nearest neighbor lattice sites. Alder, Carter, and Young have found the first few energy levels for each of these cells, and the lowest level gives the upper bound for $E_o$.

$$E_o \leq \frac{\hbar^2}{2m} \left( \phi \frac{a}{2} \rho - \frac{c}{2} \rho_o \right)^2 (27,0), \quad (III.16)$$

which holds for both h.c.p. and f.c.c. cells.\textsuperscript{18}

We obtain the Lennard-Jones-Devonshire (L.J.D.) expression for $E_o$ if we consider the single particle cell whose shortest distance between center and a facet equals $(a - c)$. This cell gives $A = 6.73$, which disagrees with experiment by a factor of $2.3\pm.3$. Curvature corrections for the L.J.D. polyhedral cell would result in a value for $A$ which is less than 6.73 since the polyhedral cell is enclosed by the exact cell. Thus it appears that the L.J.D. approximation to $E_o$ for a system of quantum hard spheres is rather poor, correlations between two or more particles increasing the L.J.D. $E_o$ by a factor of about 2.3. This conclusion is based on the assumptions that the attractive part of the He-He potential contributes to the first order perturbation energy only, that the repulsive portion of the potential can be closely approximated by a hard core, and that spin alignment can be neglected at temperatures of about 2°K.\textsuperscript{19,20}
APPENDIX A

The generalized Faber-Krahn Inequality enables us to establish a lower bound on the lowest energy level of a system of d-dimensional hard spheres at high density. A proof of the inequality for two dimensions is given by Garabedian\textsuperscript{21}, and the generalization presented below, though not obvious, is straightforward.

Consider an $\ell$-dimensional region $P$ with boundary $\partial P$, and consider the solution to the differential equation

\[
\left( \nabla_{\ell}^2 + \lambda^0_{\ell, \ell} \right) u_1(x_1, \ldots, x_{\ell}) = 0, \\
\nabla_{\ell}^2 = \sum_{i=1}^{\ell} \frac{\partial^2}{\partial x_i^2}, \\
u_1|_{\partial P} = 0. 
\tag{A.1}
\]

$\lambda^0_{\ell, \ell}$ is the lowest eigenvalue associated with Eq. (A.1) and $u_1$ is the corresponding eigenfunction which must vanish on $\partial P$ and which is defined to be zero in the open region exterior to $P$. It can be shown (see ref. 21) that $u_1$ cannot change sign in $P$, so we choose $u_1 \geq 0$.

For each value of $u_1$ construct a subregion of $P$ for which $u_1$ is greater than some constant $t$, and denote this subregion by $P_t$. It is assumed $P$ is shaped such that each level curve $u_1 = t$ is unique and closed, which implies that $P_{t_1}$ is a subset of $P_{t_2}$ if $t_1 > t_2$\textsuperscript{22,23}. Next construct
the \( \ell \)-dimensional hypersphere \( E \) with boundary \( \delta E \) having the same \( \ell \) content or hypervolume as \( P \). We may associate with \( E \) a function \( u(x_1, \ldots, x_\ell) \) such that for \( 0 \leq t \leq \max u_1 \) the level curve \( u = t \) defines a subregion of \( E, E_t \), having the same \( \ell \) content as \( P_t \).

For convenience, Eq. (A.1) is cast in its equivalent integral form

\[
\lambda^0_{P, \ell} = \min R_P, \\
\min R_P = \left[ \int_{P} \cdots \int_{P} \left( \sum_{i=1}^{\ell} \frac{\partial u_1}{\partial x_i} \right)^2 \, dx_1 \cdots dx_\ell \right]^{\frac{1}{2}} \int_{P} \cdots \int_{P} u_1^2 \, dx_1 \cdots dx_\ell, \\
dV = dx_1 \cdots dx_\ell, \\
\left. u_1 \right|_{\delta P} = 0. \tag{A.2}
\]

We will prove that

\[
\min R_P \geq R_E, \\
R_E = \left[ \int_{E} \cdots \int_{E} \left( \sum_{i=1}^{\ell} \frac{\partial u}{\partial x_i} \right)^2 \, dx_1 \cdots dx_\ell \right]^{\frac{1}{2}} \int_{E} \cdots \int_{E} u^2 \, dx_1 \cdots dx_\ell, \\
\left. u \right|_{\delta E} = 0. \tag{A.3}
\]
The denominator in Eq. (A.2) may be written

$$\int_{\mathcal{E}} \cdots \int_{\mathcal{E}} 2dV = \int_{V(T)} t^2dV(t) = \int_{\mathcal{E}} \cdots \int_{\mathcal{E}} u^2dV,$$

\[ T = \text{Max} \, u_1, \quad (A.4) \]

where $V(t)$ indicates the $\mathcal{E}$ content of $E_t$ and $P_L$. Now we determine the relation between the numerators of $\text{Min} \, R_p$ and $R_E$. First we note that

$$\left( \frac{\partial u_1}{\partial \nu} \right)^2,$$

\[ (A.5) \]

where $\nu$ is measured along the inner normal, $n$, to the curve $u_1 = t$ (see Fig. 3). Then we convert $dx_1 \cdots dx_L$ to a more convenient form:

$$dx_1 \cdots dx_L = dS\nu = dSt\left(\frac{\partial u_1}{\partial \nu}\right)^{-1}, \quad (A.6)$$

where $dS$ is an $(\mathcal{E}-1)$ dimensional surface element.\textsuperscript{24}

From Eq. (A.6) and Eq. (A.5) we obtain for the numerator of Eq. (A.2)

$$\int_{\mathcal{E}} \cdots \int_{\mathcal{E}} \left[ \Sigma \left(\frac{\partial u_1}{\partial x_i}\right)^2 \right]dV = \int_0^T \int_0^{L(t)} (\partial u_1 / \partial \nu)dS,$$

\[ L(t) = \int_0^{L(t)} dS(t). \quad (A.7) \]
We will obtain a lower bound for the \( \ell \)-dimensional integral in Eq. (A.7) using Schwarz's Inequality and the \( \ell \)-dimensional Isoperimetric Inequality. The latter inequality may be demonstrated as follows: consider the hypersphere \( E \) with boundary \( \delta E \) and region \( P \) with boundary \( \delta P \), both having the same hypervolume \( V \). Determine the content of \( \delta E \) as a function, \( G_{\delta E}(\ell, V) \), of the hypervolume, \( V \), of \( E \). Using the calculus of variations \(^{25}\) it can be shown that given the content, \( L_{\delta P}(\ell, V) \), of \( \delta P \),

\[
G_{\delta E}(\ell, V) \leq L_{\delta P}(\ell, V), \quad (A.8)
\]

the equality sign holding if \( \delta P = \delta E \).

From Eq. (A.8) we obtain, after dropping the subscripts \( \delta E \) and \( \delta P \),

\[
[L(t)]^2 \geq G^2(\ell, V(t)), \quad (A.9)
\]

while Schwarz's Inequality gives

\[
[L(t)]^2 \leq \int_0^L S(\partial u_1/\partial \nu) \int_0^L dS(\partial u_1/\partial \nu)^{-1}. \quad (A.10)
\]

In case the level curves of \( P \) are hyperspheres, \( (\partial u_1/\partial \nu) \) is constant and Eq. (A.10) is an identity.

From Eq. (A.9) and Eq. (A.10) we have
\[ G^2(\ell, V(t)) \leq \int_0^{L(t)} dS(\partial u_1 / \partial v) \cdot \int_0^{L(t)} dS(\partial u_1 / \partial v)^{-1}, \quad (A.11) \]

and from Eq. (A.6),

\[ V(t) = \frac{\tau}{\int_{\tau}^T} L(t) \]

\[ \int_0^{L(t)} dS(\partial u_1 / \partial v)^{-1} = \frac{d}{dt} \int_0^T L(t) \int_0^{L(t)} dS(\partial u_1 / \partial v)^{-1} = -\frac{dV(t)}{dt}. \quad (A.12) \]

Using Eq. (A.12), we write Eq. (A.11) as

\[ -G^2(\ell, V(t)) \left[ \frac{dV(t)}{dt} \right]^{-1} \leq \int_0^{L(t)} dS(\partial u_1 / \partial v)^{26} \quad (A.13) \]

and integrate both sides over \( t \) from 0 to \( T \) to produce

\[ -\int_0^T G^2(\ell, V(t)) \left[ \frac{dV(t)}{dt} \right]^{-1} dt \leq \int_0^T \int_0^{L(t)} dS(\partial u_1 / \partial v) = \int_{P_{i=1}}^{\ell} \sum_{P_{i=1}}^{\ell} \frac{u_1}{\partial x_1}^2 dV. \quad (A.14) \]

Suppose that in Eq. (A.14) we replace \( P \) with \( E \). This means that Eq. (A.9) and Eq. (A.10) are identities, implying that Eq. (A.11) and Eq. (A.13) are also identities for each \( t \). Integrating over \( t \) produces the identity form of Eq. (A.14).

Eq. (A.3) has been proved and it remains for us to find a lower bound on \( R_E \). \( R_E \) may be written in hyperspherical coordinates as
\[ R_E = \int_0^r \left[ \frac{dR(r)}{dr} \right]^2 r^{\ell-1} / \int_0^r R^2(r) r^{\ell-1} dr, \]

\[ R(r_o) = 0, \quad (A.15) \]

and \( r_o \) is the radius of hypersphere \( E \). Again using the calculus of variations, we find that \( \text{Min } R_E \) is attained if \( R \) satisfies

\[ \frac{d^2R(r)}{dr^2} + \left( \frac{\ell-1}{r} \right) \frac{dR(r)}{dr} + \lambda_{E,\ell}^0 R(r) = 0, \]

\[ R(r_o) = 0, \]

\[ \lambda_{E,\ell}^0 = \text{Min } R_E^{27}. \quad (A.16) \]

We introduce the change of variable \( z = (\lambda_{E,\ell}^0)\frac{1}{\beta} r \), make the substitution

\[ Z(z) = z^\alpha W(z) \]

and determine \( \alpha \) such that for \( \ell \) even, Eq. (A.16) becomes Bessel's Equation for Integral Orders\(^{28,29}\). \( \alpha \) is found to be \( (\ell-2)/2 \) and so Eq. (A.16) assumes the form

\[ z^{-(\ell-2)/2} \left[ z^2 \frac{d^2W(z)}{dz^2} + z \frac{dW(z)}{dz} + (z^2 - (\ell-2)^2/4) W(z) \right] = 0, \]

\[ W((\lambda_{E,\ell}^0)\frac{1}{\beta} r_o) = 0, \quad (A.17) \]

with solutions \( W(z) = J_{\frac{\ell-2}{2}}(z) \), \( J_{\frac{\ell-2}{2}}(z) \) being the Bessel Function of order \( (\ell-2)/2 \).
Our final result is

\[ \chi_{P, \ell}^0 \geq \left( K_{E, \frac{\ell-2}{2}, 1} \right)^2 / r_0^2, \] (A.18)

where \( K_{E, i, j} \) indicates the jth root of the Bessel Function \( J_i(x) \). In terms of the lowest energy level of the \((\ell/d)\)-particle system at high density we have

\[ E_{P, \ell}^0 \geq \frac{\hbar^2}{2m} \frac{K^2}{E, \frac{\ell-2}{2}, 1} / \Gamma_{P, \ell}^0 (V), \]

\[ E_{P, \ell}^0 \geq \frac{\hbar^2}{2m} \frac{K^2}{E, \frac{\ell-2}{2}, 1} \pi / \Gamma((1+ \frac{\ell}{2}))^{\frac{2}{\ell}}, \] (A.19)

the equality holding only if \( \ell \) is the hypersphere \( E \). In Eq. (A.19) \( \Gamma(x) \) denotes the Gamma Function of argument \( x \).
APPENDIX B

In this section we prove that linear boundary conditions give the correct high density limit for each eigenvalue (and consequently the Helmholtz Free Energy) associated with the cluster \((n,t)\). The proof is valid for hard disks and hard sphere systems.

Consider the region \(P\) of accessible configurations whose boundary \(\delta P\) is composed of pieces of surfaces \(S(i,j)\) where \(i\) and \(j\) denote a nearest neighbor pair in \((n,t)\). For each surface \(S(i,j)\) we define the point \(D(i,j)\) of closest approach to the origin, the origin being the lattice site of particle 1.

First consider polytope \(P_1\), its boundary \(\delta P_1\) consisting of the hyperplanes tangent to \(S(i,j)\) at \(D(i,j)\) for each nearest neighbor pair in \((n,t)\). Next consider a polytope \(P_2\) which is geometrically similar to \(P_1\) and which is oriented so that if its hypervolume were suitably changed (its geometry remaining the same) \(P_2\) would be coincident with \(P_1\). We may adjust the volume of \(P_2\) so that \(PCP_2\) and at least one point of \(\delta P\) is on \(\delta P_2\). Choose one such point and let the vector from the origin to this point be \(d_\sim u\), where \(u\) is a unit vector. Let the corresponding vector from the origin to \(\delta P_1\) be \(d_1 u\) (see Fig. 5).

Salsburg et al.\(^{32}\) has shown that

\[
    d_\sim u = \left( d_1 + 0 \frac{v}{v_o} - 1 \right)^2 u, \tag{B.1}
\]

\(v\) being the specific volume and \(v_o\) the close packed specific volume.
Corresponding to the set inequality

\[ P_1 \subset P \subset P_2 \],

we have the eigenvalue inequality

\[ \lambda^j_{P_2} \leq \lambda^j_F \leq \lambda^j_{P_1}, \quad j=0,1,2,3\ldots, \]

(B.3)

where

\[ \lambda^j_{P_1} = \frac{K_{-h}^2}{2m d_1^2}, \]

\[ \lambda^j_{P_2} = \frac{K_{+h}^2}{2m d_2^2}. \]

(B.4)

From Eq. (B.1) we have

\[ d_2^{-2} = d_1^{-2} \left[ 1 + 0 \left( \frac{(\frac{v}{v_0} - 1)^2}{d_1} \right) \right]. \]

(B.5)

Now \( d_1 = c_o (a - \sigma) \), where \( c_o \) is a constant, and

\[ \frac{v}{v_0} - 1 = \frac{1}{\sigma^2} (a^2 - \sigma^2) \xrightarrow{d_1 \to 0} \frac{2d_1}{\sigma c_o}, \]

(B.6)

so

\[ d_2^{-2} = d_1^{-2} \left[ 1 + 0(d_1) \right]. \]

(B.7)
and

$$\lambda_p^j \left[ 1 + O(d_1^j) \right] \leq \lambda_p^j \leq \lambda_p^j. \quad (B.8)$$

As \(d_1 \to 0\), \(\lambda_p^j\) asymptotically approaches \(\lambda_p^j\)\(_1\).

For a concrete example of Eq. (B.3), let us consider the single particle cell for hard disks in a triangular lattice (see Fig. 2 and Fig. 6). The upper and lower bounds on \(\lambda_p^j\) are, respectively

$$\lambda_p^j = \frac{k_i h^2}{2m d_1^2},$$

$$\lambda_p^j = \frac{k_i h^2}{2m d_2^2}. \quad (B.9)$$

where \(d_1\) and \(d_2\) are shown in Fig. 6. From the equations of the two circles at \((a/2, (\sqrt{3}/2)a)\) and \((a, 0)\), we have from their intersection

$$d_2 = \frac{3}{4}a - \frac{1}{2}(9a^2 - 24ad_1 + 12d_1^2)^{\frac{1}{2}}. \quad (B.10)$$

We expand Eq. (B.10) in a Taylor Series about \(d_1 = 0\),

$$d_2 = d_1 + \frac{1}{6} \frac{d_1^2}{a} + \frac{2}{9} \frac{d_1^3}{a^2} + 0 \left( \frac{d_1^4}{a^3} \right), \quad (B.11)$$

so that

$$d_2^{-2} = d_1^{-2} \left[ 1 + \frac{1}{2} \frac{d_1^2}{a} + \frac{17}{16} \frac{d_1^2}{a^2} + 0 \left( \frac{d_1^3}{a^3} \right) \right]^{-1}, \quad (B.12)$$
or

\[
d_2^{-2} = d_1^{-2} \left[ 1 - \frac{1}{3} \frac{d_1}{a} - \frac{13}{36} \frac{d_1^2}{a^2} + O\left(\frac{d_1^3}{a^3}\right) \right]. 
\]

(B.13)

Eq. (B.3) then becomes

\[
\frac{k^2 h^2}{2m d_1^2} \left[ 1 - \frac{1}{3} \frac{d_1}{a} - \frac{13}{36} \frac{d_1^2}{a^2} + O\left(\frac{d_1^3}{a^3}\right) \right] \leq \lambda_j \leq \frac{k^2 h^2}{2m d_1^2},
\]

(B.14)

and as \(d_1 \to 0\) the lower bound asymptotically approaches the upper bound.
TABLE I. The first 20 eigenvalues for the single disk cell are given in units of $h^2/(2m(a-\sigma)^2$, where $2\pi h = h$ is Planck's Constant, $m$ is the mass of a disk, $a$ is the nearest neighbor lattice spacing and $\sigma$ is the diameter of a disk.

| 5.3667 | 28.120 | 52.609 | 70.752 |
| 13.599 | 35.727 | 52.609 | 70.752 |
| 13.599 | 39.478 | 65.652 | 82.789 |
| 24.340 | 45.083 | 65.652 | 90.661 |
| 24.340 | 45.083 | 67.551 | 92.118 |

TABLE II. The first 20 eigenvalues for the nearest neighbor pair of disks are in units of $h^2/(2m(a-\sigma)^2$, where $2\pi h = h$ is Planck's Constant, $m$ is the mass of a single disk, $a$ is the nearest neighbor lattice spacing and $\sigma$ is the disk diameter.

| 11.360 | 26.391 | 31.669 | 37.662 |
| 18.352 | 27.818 | 31.669 | 38.045 |
| 19.615 | 27.842 | 32.523 | 39.193 |
| 19.615 | 27.842 | 33.250 | 41.318 |
| 21.504 | 29.884 | 35.385 | 41.318 |
TABLE III. The lowest eigenvalues for two types of hard sphere single cells are given in units of $\frac{h^2}{2m(a - \sigma)^2}$, where $2\pi h = h$ is Planck's Constant, $m$ is the mass of a sphere, $a$ is the nearest neighbor lattice spacing and $\sigma$ is the sphere diameter. The volumes of the two cells are identical so the classical Helmholtz Free Energy in the single particle free volume approximation is the same for both. The quantum calculations (neglecting correlations) predict the hard sphere h.c.p. lattice to be the stable configuration at high pressures and low temperatures.

<table>
<thead>
<tr>
<th>f.c.c.</th>
<th>h.c.p.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(rhombic dodecahedral cell)</td>
<td>(icosahedral cell)</td>
</tr>
<tr>
<td>8.4970</td>
<td>8.4969</td>
</tr>
<tr>
<td>17.298</td>
<td>17.293</td>
</tr>
<tr>
<td>17.298</td>
<td>17.293</td>
</tr>
<tr>
<td>17.298</td>
<td>17.299</td>
</tr>
</tbody>
</table>
Fig. 1. A two dimensional outline of the accessible configurations of the nearest neighbor pair of disks in a triangular lattice. The disk on the right hand side is fixed at an arbitrary position which determines the accessible region for the disk on the left hand side.
Fig. 2. A triangular array of disks is shown. The single particle cell is bounded by circles of radius σ centered on nearest neighbor lattice sites.
Fig. 3. The classical and quantum approximations to $F/Nk_B T$, where $F/N$ is the Helmholtz Free Energy per particle and $k_B T$ is Boltzmann's Constant times the absolute temperature, are plotted against $B$, which is defined as $B = \frac{\hbar^2}{(\sigma^2 2\pi m k_B T (\frac{v}{v_o} - 1)^2)}$. $\hbar$ is Planck's Constant, $\sigma$ is the disk diameter, $m$ is the mass of a disk, $v$ is the specific volume and $v_o$ the close packed specific volume.
Fig. 4. For $\ell = 2$, region $P$ is represented with three possible inner normals from its boundary. The inner normals are perpendicular to each level curve $u_1 = t$ at the point of intersection with the level curve.
Fig. 5. The region $P$ of accessible configurations is shown with polytopes $P_1$ and $P_2$ where $P_1 \subset P \subset P_2$ with $P_2$ geometrically similar to $P_1$. The distance measured along $u$ from the origin to $\delta P_1$ is $d_1$, and the distance along $u$ from the origin to $\delta P$ is $d_2$. In this drawing $\delta P$ and $\delta P_2$ have one point in common.
Fig. 6. The single particle cell for disks in a triangular lattice is shown (region P) with the inscribed hexagon $P_1$ and the circumscribed hexagon $P_2$. 
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