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Abstract

This thesis presents a systolic algorithm for the SVD of arbitrary complex matrices, based on the cyclic Jacobi method with "parallel ordering". As a basic step in the algorithm, a two-step, two-sided unitary transformation scheme is employed to diagonalize a complex $2 \times 2$ matrix. The transformations are tailored to the use of CORDIC (COordinate Rotation Digital Computer) algorithms for high speed arithmetic. The complex SVD array is modeled on the Brent-Luk-VanLoan array for real SVD. An array with $O(n^2)$ processors is required to compute the SVD of a $n \times n$ matrix in $O(n \log n)$ time. An architecture for the complex $2 \times 2$ processor with an area complexity twice that of a real $2 \times 2$ processor, is shown to have the best area/time tradeoff for VLSI implementation. Despite the involved nature of computations on complex data, the computation time for the complex SVD array is less than three times that for a real SVD array with a similar CORDIC based implementation.
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Chapter 1

Introduction

Real-time signal processing concerns combined with the advent of parallel algorithms and architectures, have pushed systolic arrays to the forefront of special-purpose computing. The Singular Value Decomposition (SVD) is a matrix factorization technique of considerable importance in engineering applications. Most systolic arrays proposed for the SVD in the literature, assume real input matrices. In this thesis, a systolic algorithm for the SVD of an arbitrary complex matrix is presented along with a CORDIC (COordinate Rotation Digital Computer) based VLSI architecture for the systolic processor element.

1.1 Systolic Array Processors

Contemporary parallel architectures may be grouped into three different classes [8] based on structure: vector processors, multiprocessor systems, and array processors. Vector processors and multi-processor systems belong to the domain of general-purpose computers while most array processors are designed for special-purpose applications.

Array processors, as a computing paradigm, are capable of meeting the real-time processing requirements of a variety of application domains. Locally interconnected computing networks such as systolic and wavefront processor arrays, due to their massive parallelism and regular dataflow, allow efficient implementation of a large
number of algorithms of practical significance; especially in the areas of image processing, signal processing, and robotics [51, 55].

Many definitions of systolic arrays exist in the literature [34, 54, 78]. Kung and Leiserson [52] define a systolic system as a “network of processors which rhythmically compute and pass data through the system”. Systolic arrays, as a class of pipelined array architectures, display regular and modular structures locally interconnected to allow a high degree of pipelining and synchronized multiprocessing capability [53]. The primary reasons for the use of systolic arrays in special-purpose processing are simple and regular design, concurrency and communication, with balanced computation and I/O [51].

1.2 Parallel Architectures for the SVD

While general-purpose computers require the design of complicated control units and optimized schemes for the allocation of machine resources, the design of array processors requires a good understanding of the relationship between parallel computing algorithms and optimal computing hardware/software structures. As most implementations of array processors tend to be VLSI/WSI, this optimization is of greater concern. Special-purpose arithmetic techniques can greatly improve hardware and performance efficiency.

The Singular Value Decomposition (SVD) is an important matrix factorization procedure used extensively in signal and image processing algorithms [3] and is very well suited to analyzing data matrices from sensor arrays [70]. The singular values can also be used to determine the rank of a matrix in a numerically reliable manner [36]. Furthermore, they can be used to find a good low-rank approximation to the original
matrix; a feature that has proven especially useful in image and signal processing problems [69].

Complex data matrices are known to occur frequently in engineering practice. In particular, several adaptive beam-forming algorithms [46, 64] which determine the direction or bearing of a signal source, require complex matrix factorizations and can benefit from a complex SVD array.

SVD algorithms require costly arithmetic operations such as division and square root in the computation of rotation parameters. Increased efficiency may be obtained through the use of hardware oriented arithmetic techniques that relate better to the algorithm [1, 71, 73]. Special VLSI structures have been proposed for the SVD [29, 62]. The COordinate Rotation Digital Computer (CORDIC) [80, 81] algorithms, which allow easy computation of inverse tangents and vector rotations, have proven extremely useful in this context [14, 29, 73].

Brent, Luk and VanLoan [6] proposed an expandable array of simple processors for $2 \times 2$ matrices, to compute the SVD of a larger matrix. The array uses the SVD-Jacobi method [32, 49] combined with a "parallel ordering" [5] scheme to exploit the parallelism inherent in the Jacobi method. Cavallaro and Luk [14] have demonstrated the use of CORDIC in a hardware and performance efficient architecture for the $2 \times 2$ processor.

Most parallel algorithms and architectures proposed for the SVD assume real input matrices. Deprettere and van der Veen [79] allowed for complex matrix elements but assumed a specialized matrix structure. Cavallaro and Elster [12] extended the Deprettere and van der Veen scheme to the SVD of an arbitrary complex $2 \times 2$ matrix.
1.3 Contributions of the Thesis

This thesis extends the Brent-Luk-VanLoan systolic array for real SVD to handle input matrices with complex elements. The expandable array structure of the Brent-Luk-VanLoan systolic array with the 2 × 2 processors is preserved. The SVD-Jacobi method with the two-angle, two-sided rotation scheme used in the Brent-Luk-VanLoan systolic array, is modified to a two-step, twelve-angle\(^1\) two-sided rotation scheme to account for complex matrix elements.

The two-step SVD scheme is derived from simple two-sided unitary transformations developed to ensure hardware and performance efficiency. Each unitary transformation step in the diagonalization procedure, is identical in structure to permit pipelined systolic execution.

The two-sided unitary transformation step developed is shown to be efficiently implementable in hardware using CORDIC. A few modifications to the CORDIC scheme, necessary to ensure correct application of the unitary transformations at each step, are detailed. These modifications extend the range of vector rotations possible through CORDIC.

An architecture for the complex 2 × 2 processor, based on the CORDIC modules developed by Cavallaro and Luk [14] for the real 2 × 2 processor, is presented. An analysis of the area/time complexity of the complex 2 × 2 processor is compared with a similar analysis for the real 2 × 2 processor. Also, a performance comparison of the real and complex systolic SVD schemes is shown.

Results from the simulation of the algorithm using the Connection Machine\(^2\), a SIMD (Single Instruction Multiple Data) [31] computer with good inter-processor

---

\(^1\)three left and three right rotation angles per step

\(^2\)Connection Machine\(^{TM}\) is a registered trademark of Thinking Machines Corporation, Cambridge, MA.
communication capability, are compared with LINPACK/EISPACK [26, 33] routines for validation. The simulation also shows the convergence behavior of the complex SVD scheme.

1.4 Overview of the Thesis

The next two chapters review previous work in the context of systolic arrays for SVD, CORDIC algorithms and Jacobi-type methods. In the following chapter, the serial and parallel SVD algorithms are presented. Jacobi methods for the eigenvalue and the singular value decompositions, which are fundamental to parallel SVD algorithms are also elaborated. The chapter concludes with a brief survey of the various parallel architectures that have been proposed for the SVD.

Chapter 3 presents the CORDIC algorithms in detail. The capabilities and the limitations of the CORDIC algorithms are discussed. Also, the use of CORDIC for the implementation of the real $2 \times 2$ SVD processor is motivated. The Cavallaro-Luk CORDIC based architectures for the real $2 \times 2$ SVD processor are then presented.

Further chapters contain the original contributions of the thesis. Chapter 4 presents the complex SVD problem. Various techniques useful in the development of a diagonalization scheme for a complex $2 \times 2$ matrix are developed. A two-step diagonalization scheme is then proposed for the SVD of a complex $2 \times 2$ matrix.

Chapter 5 explains the enhancements to the basic CORDIC algorithm necessary for the hardware implementation of the two-step diagonalization scheme proposed in Chapter 4. A performance efficient architecture based on CORDIC for the complex $2 \times 2$ processor is then proposed.

Chapter 6 reviews the systolic algorithm due to Brent-Luk-VanLoan and details modifications to the Brent-Luk-VanLoan systolic array necessary to efficiently im-
plement the two-step diagonalization scheme proposed in the previous chapter. The chapter ends with a comparison of the Brent-Luk-VanLoan systolic array with the proposed complex SVD array.

Chapter 7 discusses the simulation of the systolic array for complex SVD on the Connection Machine and the experimental validation of the algorithm. The behavior of the algorithm is observed to predict the number of sweeps required for convergence.

Finally, Chapter 8 presents the conclusions and summarizes the thesis. Extensions to the thesis and possible future work are also discussed.
Chapter 2

Parallel Architectures for Real SVD

In the introduction to the thesis, the importance of parallel architectures for real-time signal processing and the utility of the SVD as a matrix factorization technique was emphasized. In reviewing the fundamental concepts and previous work in this context, this chapter lays a foundation for the others that follow.

2.1 Singular Value Decomposition

A singular value decomposition (SVD) of a matrix $M \in C^{m \times n}$ is given by

$$M = U\Sigma V^H,$$

(2.1)

where $U \in C^{m \times m}$ and $V \in C^{n \times n}$ are unitary matrices and $\Sigma \in R^{m \times n}$ is a real non-negative "diagonal" matrix. Since $M^H = V^T U^H$, we may assume $m \geq n$ without loss of generality. The singular values may be arranged in any order, for if $P \in R^{m \times m}$ and $Q \in R^{n \times n}$ are permutation matrices such that $P \Sigma Q$ remains "diagonal", then

$$M = (U P^T)(P \Sigma Q)(Q^T V^H)$$

is also an SVD. It is customary to choose $P$ and $Q$ so that the singular values are arranged in non-increasing order:

$$\sigma_1 \geq \cdots \geq \sigma_r > 0, \quad \sigma_{r+1} = \cdots = 0,$$

where $r = \text{rank}(M)$. 
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If the matrices $U$, $\Sigma$ and $V$ are partitioned by columns as

$$U = [u_1, u_2, \ldots, u_m], \quad \Sigma = \text{diag} [\sigma_1, \sigma_2, \ldots, \sigma_n] \quad \text{and} \quad V = [v_1, v_2, \ldots, v_n],$$

then $\sigma_i$ is the $i^{th}$ singular value of $M$, and $u_i$ and $v_i$ are the left and right singular vectors corresponding to $\sigma_i$. If $M$ is real, then the unitary matrices $U$ and $V$ are real and hence orthogonal.

### 2.2 SVD Algorithms

The importance of the SVD as a matrix factorization technique is underscored by the variety of algorithms available. They range from serial algorithms to parallel Jacobi-type methods. On a conventional uniprocessor system, the most commonly used procedure is the Golub-Kahan-Reinsch [35, 37] SVD algorithm.

The Golub-Kahan-Reinsch algorithm is implemented both in LINPACK [26] and EISPACK [33]. The first step in the Golub-Kahan-Reinsch SVD algorithm is the bi-diagonalization of the matrix. This is followed by an iterative diagonalization of the bi-diagonal matrix to complete the SVD. The time complexity of the Golub-Kahan-Reinsch algorithm is $O(mn^2)$.

An improvement to the Golub-Kahan-Reinsch procedure was suggested by Chan [15]. The improved algorithm is more efficient for an $m \times n$ matrix, unless $m \approx n$. A comparison of the two procedures is detailed in [36]. Serial SVD algorithms that have been suggested for complex matrices are due to Businger and Golub [10] and Bunse-Gerstner and Gragg [9].

The advances in parallel architectures and algorithms have given rise to a number of parallel SVD schemes [5, 6, 30, 45, 65, 68]. Algorithms for the computation of the SVD, specific to some parallel architectures are also known [28, 59]. The parallel
architectures and algorithms are indispensable where real-time processing is required [72].

On linear systolic arrays, the most efficient SVD algorithm is the Jacobi-like algorithm given by Brent and Luk [5] which requires \( O(mn \log n) \) time and \( O(n) \) processors. Jacobi-type procedures are extremely amenable to parallel computation [66] as evidenced by the number of such schemes that have been proposed [5, 59, 65]. They have been applied to the symmetric eigenvalue problem [5], the QR-decomposition [57] and the Schur decomposition [74].

### 2.3 The SVD-Jacobi Method

The classical method of Jacobi uses a sequence of plane rotations to diagonalize a symmetric matrix \( M \in \mathbb{R}^{n \times n} \). A Jacobi rotation by an angle \( \theta \) in the \( i,j \) plane is denoted by the matrix \( J(i, j, \theta) \) where,

\[
\begin{align*}
    j_{pp} &= 1 \quad \forall \ (p \neq i, j) , \\
    j_{ii} &= \cos \phi , \quad j_{ij} = \sin \phi , \\
    j_{ji} &= -\sin \phi , \quad j_{jj} = \cos \phi ,
\end{align*}
\]

(2.2)

and all other \( j_{pq} = 0 \).

The Jacobi method systematically reduces the quantity

\[
\text{off}(M) = \sqrt{\sum_{i=1}^{n} \sum_{j=i+1}^{n} a_{ij}^2},
\]

(2.3)

the "norm" of the off-diagonal elements. The basic step in a Jacobi procedure involves choosing an index pair \((i, j)\) that satisfies \( 1 \leq i < j \leq n \), computing a cosine-sine pair \((c, s)\) such that

\[
\begin{bmatrix}
    m'_{ii} & m'_{ij} \\
    m'_{ji} & m'_{jj}
\end{bmatrix} =
\begin{bmatrix}
    c & -s \\
    s & c
\end{bmatrix}
\begin{bmatrix}
    m_{ii} & m_{ij} \\
    m_{ji} & m_{jj}
\end{bmatrix}
\begin{bmatrix}
    c & s \\
    -s & c
\end{bmatrix}
\]

(2.4)
is diagonal, and overwriting \( M \) with

\[
M' = J^T M J,
\]

where \( J = J(i, j, \theta) \). The classical Jacobi algorithm maximizes the reduction of \( \text{off}(M) \) in (2.4) by choosing \((i, j)\) so that \( m_{ij}^{2} \) is maximal.

The drawback of the classical Jacobi scheme is that the updates require \( O(n) \) time while the search for optimal \((i, j)\) is \( O(n^2) \). This problem is overcome by fixing the sequence of sub-problems to be solved in advance. Common schemes are the cyclic-by-row and the cyclic-by-column procedures where the pair \((i, j)\) is chosen in a row-by-row, or column-by-column fashion respectively. For example, if \( n = 4 \) the pair sequence is repeated as:

\[
(i, j) = (1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4), \ldots
\]

Formally, the cyclic-by-row ordering for the pair \((i, j)\) may be expressed as

\[
(i_0, j_0) = (1, 2),
\]

\[
(i_{k+1}, j_{k+1}) = \begin{cases} 
(i_k, j_k + 1), & \text{if } i_k < n - 1, \ j_k < n, \\
(i_k + 1, i_k + 2), & \text{if } i_k < n - 1, \ j_k = n, \\
(1, 2), & \text{if } i_k = n - 1, \ j_k = n,
\end{cases}
\]

and the cyclic-by-column ordering as

\[
(i_0, j_0) = (1, 2),
\]

\[
(i_{k+1}, j_{k+1}) = \begin{cases} 
(i_k + 1, j_k), & \text{if } i_k < j_k - 1, \ j_k \leq n, \\
(1, j_k + 1), & \text{if } i_k = j_k - 1, \ j_k < n, \\
(1, 2), & \text{if } i_k = n - 1, \ j_k = n.
\end{cases}
\]
A "parallel ordering" described by Brent and Luk [5] is particularly useful in the context of parallel architectures and illustrated in the $n = 8$ case by

$$(p, q) = (1, 2), (3, 4), (5, 6), (7, 8),$$

$$(1, 4), (2, 6), (3, 8), (5, 7),$$

$$(1, 6), (4, 8), (2, 7), (3, 5),$$

$$(1, 8), (6, 7), (4, 5), (2, 3),$$

$$(1, 7), (8, 5), (6, 3), (4, 2),$$

$$(1, 5), (7, 3), (8, 2), (6, 4),$$

$$(1, 3), (5, 2), (7, 4), (8, 6).$$

For any even $n$, $n - 1$ steps are required for the Brent-Luk "parallel ordering" as shown below

$$1 \rightarrow 3 \rightarrow 5 \rightarrow \cdots \rightarrow (n - 3) \rightarrow (n - 1)$$

$$\nearrow \text{ } \text{ } \downarrow$$

$$2 \leftrightarrow 4 \leftrightarrow 6 \leftrightarrow \cdots \leftrightarrow (n - 2) \leftrightarrow n \quad (2.5)$$

The rotation pairs in each column of (2.5) can be calculated concurrently. This fact was exploited by Brent and Luk [5] and later Brent, Luk and VanLoan [6] in the development of systolic arrays where a sweep of the "parallel ordering" could be executed in $O(n)$ time.

Jacobi methods can be readily extended to the SVD of arbitrary matrices. A two-sided Jacobi-SVD procedure was first suggested by Kogbetliantz [49]. The theoretical framework for the two-sided Jacobi SVD method for square matrices was provided by Forsythe and Henrici [32]. The proof and conditions for convergence for the two-sided cyclic-Jacobi-SVD are given in [32] and the asymptotic convergence rate was shown to be quadratic by Wilkinson [82].

Hansen [39] discusses the convergence properties associated with various orderings for the serial Jacobi method. He defines a certain "preference factor" for comparing
different ordering schemes. The "parallel ordering" is quite desirable in that it optimizes the "preference factor" as \( n \to \infty \). The "parallel ordering", like the cyclic orderings, is ultimately quadratically convergent. The proof of convergence for the "parallel ordering" was given by Park and Luk [60].

Theoretically, the SVD of a matrix \( M \) may be computed from the eigenvalue decomposition of \( M^T M \). However, the numerical difficulties associated with the computation of \( M^T M \) makes the approach impractical. Hestenes [43] suggested a "one-sided" approach, which applies the Jacobi method implicitly, to overcome the difficulty in the formation of \( M^T M \). A discussion on the relative difficulties and accuracies of the different approaches to computing the SVD, and the justification for a systolic array can be found in [6].

### 2.4 SVD of a Real 2 × 2 Matrix

The Jacobi eigenvalue procedure was extended to the SVD of a square matrix \( M \in \mathbb{C}^{n \times n} \) by Kogbetliantz [49] and Forsythe and Henrici [32]. The matrix is diagonalized via a sequence of \( 2 \times 2 \) SVDs. Corresponding to the two-sided rotation described in (2.4) for the eigenvalue decomposition of a symmetric \( 2 \times 2 \) matrix, a similar scheme can be devised for the SVD of an arbitrary \( 2 \times 2 \) matrix. Discussion of the SVD procedure for a complex \( 2 \times 2 \) matrix is postponed until Chapter 4.

The real \( 2 \times 2 \) SVD problem can be expressed as the computation of the cosine-sine pairs \((c_i, s_i)\) and \((c_r, s_r)\) such that

\[
R(\theta_r)^T \begin{bmatrix} a & b \\ c & d \end{bmatrix} R(\theta_i) = \begin{bmatrix} d_1 & 0 \\ 0 & d_2 \end{bmatrix},
\]  

(2.6)

where

\[
R(\theta) = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix}
\]  

(2.7)
is a $2 \times 2$ rotation matrix and the input $2 \times 2$ matrix is
\[
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}.
\] (2.8)

Several approaches to determining the angles $\theta_l$ and $\theta_r$ in (2.6) are mentioned in [6]. The approach suggested in [32] is to first determine $\theta_{\text{sum}}$ and $\theta_{\text{diff}}$ as solutions to
\[
\theta_{\text{sum}} = (\theta_r + \theta_l) = \tan^{-1}\left(\frac{c + b}{d - a}\right),
\] (2.9)
\[
\theta_{\text{diff}} = (\theta_r - \theta_l) = \tan^{-1}\left(\frac{c - b}{d + a}\right).
\] (2.10)
The two angles $\theta_l$ and $\theta_r$, can then be separated from $\theta_{\text{sum}}$ and $\theta_{\text{diff}}$. Convergence for the Jacobi-method with a cyclic ordering is guaranteed if (2.9) and (2.10) hold.

An alternative method is to symmetrize the $2 \times 2$ matrix by rotation through $\theta_l - \theta_r$ followed by diagonalization using (2.4). A real $2 \times 2$ matrix as defined in (2.8) can be symmetrized by a one-sided rotation as
\[
R(\theta_{\text{sym}})^T \begin{bmatrix} a & b \\ c & d \end{bmatrix} = \begin{bmatrix} p & q \\ q & r \end{bmatrix},
\] (2.11)
where $\theta_{\text{sym}}$ is defined as
\[
\theta_{\text{sym}} = \tan^{-1}\left(\frac{b - c}{a + d}\right).
\] (2.12)

After symmetrization, the matrix can be diagonalized by (2.4) as
\[
R(\theta_{\text{diag}})^T \begin{bmatrix} p & q \\ q & r \end{bmatrix} R(\theta_{\text{diag}}) = \begin{bmatrix} d_1 & 0 \\ 0 & d_2 \end{bmatrix},
\] (2.13)
where
\[
\theta_{\text{diag}} = \frac{1}{2} \tan^{-1}\left(\frac{2q}{r - p}\right).
\] (2.14)

### 2.5 Systolic Architectures for Real SVD

The advent of parallel processing and systolic arrays, combined with real-time signal processing requirements [72], has given rise to a variety of SVD arrays. The
architectures that have been proposed range from linear arrays through triangular configurations and mesh-connected processor structures.

Jacobi-type methods are easily adapted to matrix computations using processor arrays. Unfortunately, Jacobi-SVD algorithms are applicable only to square matrices. For an \( m \times n \) matrix \( M \in \mathbb{R}^{m \times n} \), the obvious strategy is to first compute the QR-decomposition (QRD)

\[
M = Q \begin{bmatrix} R \\ 0 \end{bmatrix},
\]

(2.15)

where the matrix \( Q \in \mathbb{R}^{m \times m} \) is orthogonal and the matrix \( R \in \mathbb{R}^{n \times n} \) is upper triangular, and then apply an SVD procedure to \( R \). This approach is particularly suitable for the case where \( m \gg n \) [15].

QRD arrays have been thoroughly studied [2, 4, 34, 41, 47, 58, 65]. However, the interfacing of QRD and SVD arrays is a difficult problem. The QRD algorithm in [58] is the only algorithm implementable on the square array of Brent-Luk-VanLoan [6]. Luk [57] has proposed a triangular array that can compute both the QRD and the SVD of a \( m \times n \), \( m \geq n \), matrix. The array uses \( \frac{1}{4}n^2 + O(n) \) processors and requires \( O(m + nS) \) time, where \( S \) denotes the number of sweeps. The array is extended to a rectangular configuration with \( \frac{1}{2}mn + O(m) \) processors for the computation of singular vectors.

The systolic array of Brent-Luk [5] uses the one-sided orthogonalization method due to Hestenes [43] on a linearly connected mesh of \( O(n) \) processors and requires \( O(mn \log n) \) steps to compute a singular value. A two-dimensional array, with \( O(mn) \) processors and a non-planar interconnection structure, that requires \( O(n \log m) \) time was also proposed. The method is quadratically convergent and the conjecture is that 6 to 10 iterations provide for sufficient numerical accuracy.
In [6], Brent-Luk-VanLoan describe a similar architecture of $O(n^2)$ processors that implements a cyclic Jacobi-method for the SVD in $O(m + n \log n)$ steps. With reference to the arrays of Brent-Luk-VanLoan, Schreiber in [67], suggested methods to cope with problems that do not match the array size.

In [68], Schreiber proposed a $kn$-processor design which reduces a dense matrix to upper triangular form of bandwidth $k + 1$ in time $O(mn/k)$. A $k(k + 1)$ processor array from [41] is used to implement a SVD iteration for $(k + 1)$-diagonal matrices, analogous to the Golub-Reinsch iteration for bi-diagonal matrices, in $6n + O(k)$ time.

Ipsen [45] suggested systolic arrays for the SVD of an $m \times n$, $m \geq n$, matrix $A$ of bandwidth $w$. After matrix $A$ is reduced to a bi-diagonal form $B$ by means of Givens plane rotations [36], the singular values of $B$ are computed by the Golub-Reinsch [37] iteration. $O(wn)$ processors that can compute or apply a plane rotation accomplish the reduction to bi-diagonal form in $O(np)$ steps, where $p$ is the number of superdiagonals. A constant number of processors is then needed to determine each singular value in $6n$ steps. The singular vectors are computed by rerouting the rotations through the arrays used for the reduction to bi-diagonal form, or by employing another array of $O(wn)$ processors.

In a typical SVD algorithm, costly square root and division operations are required to apply plane rotations. The co-ordinate rotation algorithms, CORDIC, which allow easy computation of inverse tangents and vector rotations, have proven extremely useful in this context by effectively mapping the algorithm to hardware. The next chapter details the essentials of CORDIC algorithms and presents various hardware and performance efficient architectures that have been proposed for the implementation of special-purpose SVD arrays.
Chapter 3

CORDIC Architectures for Real SVD

Special-purpose hardware oriented arithmetic techniques can improve performance of scientific algorithms. These techniques are indispensable in the context of hardware design for special-purpose applications. This chapter reviews the CORDIC algorithms and architectures which have proven extremely useful in the computation of the SVD.

3.1 CORDIC Algorithms

The COordinate Rotation DIgital Computer (CORDIC) algorithms were first presented in 1959 by Volder [80]. A similar idea, particularly effective in decimal radix computations, was presented by Meggitt [61] in 1962. Daggett [18] discussed the use of CORDIC for decimal-binary conversions. Further theoretical work was done by Walther [81] in 1971 to realize a unified algorithm and demonstrate the applicability of CORDIC to various transcendental and hyperbolic functions. Cochran [16] benchmarked various algorithms and found that CORDIC techniques surpass alternative methods in scientific calculator applications.

The CORDIC algorithms allow fast iterative hardware calculation of sin, cos, arctan, sinh, cosh, arctanh, products, quotients, square roots, and conversion between binary and mixed radix number systems. The CORDIC algorithms have some limitations which are discussed later in this chapter. However, these limitations do not overshadow the utility of the technique. By exploiting the properties and tailoring
the algorithms suitably, it is possible to design efficient hardware/software structures that present significant gains over conventional architectures. Real-time signal processing concerns [1], combined with the performance and hardware advantage in the VLSI setting, makes CORDIC an attractive alternative to traditional arithmetic units for special-purpose hardware design.

Plane rotations and generation of rotation angles through inverse tangent calculations were shown to be fundamental to SVD algorithms in the previous chapter. In a conventional sequential computer, the calculation of rotation angles through costly square root and division operations, or computation of sines/cosines in software, proves expensive. Also, matrix-vector products involve costly multiplication and division operations.

In the context of special-purpose SVD architectures, primitive CORDIC operations like vector rotations and inverse tangent calculations help increase efficiency by more effectively mapping the algorithm to hardware [71, 73]. Special VLSI structures have been shown possible for the SVD [14, 29, 62].

Coordinate Systems

The range of the CORDIC algorithms is best expressed through the use of a generalized polar coordinate system. The CORDIC algorithms of interest relate to a two-dimensional coordinate system. Higher dimensions were considered by Delosme in [22, 20].

Let \((x, y)\) be the planar orthogonal coordinates for a point \(P\) and introduce a generalized polar coordinate system \((R, A)\) by

\[
\begin{align*}
R &= \sqrt{x^2 + my^2}, \\
A &= \left(\frac{1}{\sqrt{m}}\right) \tan^{-1}\left(\frac{\sqrt{m}}{x}\right),
\end{align*}
\]

\[
\begin{align*}
x &= R \cos(A\sqrt{m}), \\
y &= \left(\frac{R}{\sqrt{m}}\right) \sin(A\sqrt{m}).
\end{align*}
\]
Here $m$ is a fixed constant whose value is one of 1, $-1$ or 0. When $m = 1$, (3.1) reduces to the familiar interconversion relations between the orthogonal coordinate system and the polar coordinate system. We need to impose an interpretation for the cases when $m = 0$ and $m = -1$. Precisely,

$$A = \left(\frac{y}{x}\right) \quad \text{for} \quad m = 0, \quad A = \tanh^{-1}\left(\frac{y}{x}\right) \quad \text{for} \quad m = -1.$$  \hspace{1cm} (3.2)

The resulting radius ($R$) and angle ($A$) expressions for the different coordinate systems characterized by $m$ are tabulated in Table 3.1.

For simplicity, we always assume $x \geq 0$, and further $x \geq |y| \geq 0$ for $m = -1$. It is easily seen that

$$A = \frac{S}{2R^2},$$

where $S$ is the area of the domain surrounded by $x$ axis, the radius vector $OP$ and the curve of constant radius $R$ passing through $P$ (Figure 3.1).

**Fundamental Transformations**

Take a linear transformation from a point $P_j = (x_j, y_j)$ to $P_{j+1} = (x_{j+1}, y_{j+1})$ given by

$$\begin{align*}
  x_{j+1} &= x_j + m \delta_j y_j, \\
  y_{j+1} &= y_j - \delta_j x_j,
\end{align*}$$  \hspace{1cm} (3.3)

<table>
<thead>
<tr>
<th>Coordinate Systems</th>
<th>Radius</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>$\sqrt{x^2 + my^2}$</td>
<td>$\left(\frac{1}{\sqrt{m}}\right) \tan^{-1}\left(\frac{y\sqrt{m}}{x}\right)$</td>
</tr>
<tr>
<td>Circular</td>
<td>$\sqrt{x^2 + y^2}$</td>
<td>$\tan^{-1}\left(\frac{y}{x}\right)$</td>
</tr>
<tr>
<td>Linear</td>
<td>$x$</td>
<td>$\frac{y}{x}$</td>
</tr>
<tr>
<td>Hyperbolic</td>
<td>$\sqrt{x^2 - y^2}$</td>
<td>$\tanh^{-1}\left(\frac{y}{x}\right)$</td>
</tr>
</tbody>
</table>

Table 3.1: Radius and Angle in Coordinate Systems
Figure 3.1: Coordinate Systems
where \( m \) is the parameter of the coordinate system (3.1) and \( \delta_j \) is an arbitrary constant. The transformation (3.3) gives

\[
A_{j+1} = A_j - \alpha_j,
\]
\[
R_{j+1} = R_j \times k_j,
\]
in the generalized polar coordinate system (3.1), where

\[
\begin{align*}
\alpha_j &= \left( \frac{1}{\sqrt{m}} \right) \tan^{-1}(\sqrt{m\delta_j}), \\
k_j &= \sqrt{1 + m\delta_j^2}.
\end{align*}
\] (3.4)

Starting from \( P_0 = (x_0, y_0) \), iterate the transformations (3.3) under a suitable sequence of constants \( \delta_0, \delta_1, \ldots, \delta_{n-1} \) until \( P_n = (x_n, y_n) \). Then

\[
A_n = A_0 - \alpha_n,
\]
\[
R_n = R_0 \times K_n,
\]

where

\[
\alpha_n = \sum_{j=0}^{n-1} \alpha_j, \quad K_n = \prod_{j=0}^{n-1} k_j.
\] (3.5)

Introducing a third variable \( z \) and transforming it as

\[
z_{j+1} = z_j + \alpha_j
\] (3.6)
simultaneously with (3.3), the final values are given by

\[
\begin{align*}
x_n &= K_n \left[ x_0 \cos(\alpha_n\sqrt{m}) + \left( \frac{x_0}{\sqrt{m}} \right) \sin(\alpha_n\sqrt{m}) \right], \\
y_n &= K_n \left[ y_0 \cos(\alpha_n\sqrt{m}) - \left( \frac{y_0}{\sqrt{m}} \right) \sin(\alpha_n\sqrt{m}) \right], \\
z_n &= z_0 + \alpha_n,
\end{align*}
\]

where \( \alpha_n \) and \( K_n \) are given by (3.5).

**CORDIC Operation Modes**

Consider the iteration of the transformations (3.3) and (3.6) under a suitable sequence of constants \( \{ \delta_j \} \) in the following two ways
Case I: \( y \) is forced to zero,

Case II: \( z \) is forced to zero.

The final values of the variables \( x, y \) and \( z \) are shown in Figure 3.2, where

\[
K_{\pm 1} = \prod_{j=0}^{\infty} \sqrt{1 \pm \delta_j^2}.
\]

Observing that

\[
\sqrt{(t+c)^2 - (t-c)^2} = 2 \sqrt{c} \sqrt{t},
\]

\[
e^t = \cosh t + \sinh t,
\]

and

\[
\frac{1}{2} \log \frac{t}{c} = \tanh^{-1} \left( \frac{t+c}{t-c} \right),
\]

Figure 3.2 contains all elementary standard functions such as square root, log, exp, sin, cos, and arctan as well as multiplication and division. Iteration of Case I for \( m = 0 \) is essentially the non-restoring division algorithm.

The CORDIC transformations are quite amenable to computer arithmetic. The key contribution of Volder [80] and Walther [81] was to set \( \delta_j \) as a power of the machine radix. Digital computers use binary arithmetic. It is therefore convenient to choose

\[
\delta_j = \pm 2^{-j} \text{ (or } \pm 2^{-j-1}) , \quad j = 0, 1, 2, \ldots, n , \quad (3.7)
\]

where \( n \) is the word length or bit-precision of the machine. When \( m = -1 \), slight modification is necessary for convergence [44]. Let

\[
\begin{cases}
\epsilon_j = 2^{-j}, & \beta_j = \left( \frac{1}{\sqrt{m}} \right) \tan^{-1} (2^{-j} \sqrt{m}) \\
\delta_j = \pm \epsilon_j, & \alpha_j = \text{sign}(\delta_j) \beta_j
\end{cases}
\quad (3.8)
\]

The constants \( \beta_j \) may be pre-calculated and are necessary only for \( j \) up to \( n/3 \), where \( n \) is the bit-precision, since

\[
\beta_j = \epsilon_j + \frac{m}{3} \epsilon_j^3 + \frac{1}{5} \epsilon_j^5 + \cdots
\]
CIRCULAR MODE

\[ X \rightarrow K_1 (X \cos Z - Y \sin Z) \]
\[ Y \rightarrow K_1 (Y \cos Z + X \sin Z) \]
\[ Z \rightarrow 0 \]

Z Reduction

\[ X \rightarrow K_2 (X^2 + Y^2)^{1/2} \]
\[ Y \rightarrow 0 \]
\[ Z \rightarrow Z + \arctan(Y/X) \]

Y Reduction

LINEAR MODE

\[ X \rightarrow X \]
\[ Y \rightarrow Y + XZ \]
\[ Z \rightarrow 0 \]

Z Reduction

\[ X \rightarrow X \]
\[ Y \rightarrow 0 \]
\[ Z \rightarrow Z + (Y/X) \]

Y Reduction

HYPERBOLIC MODE

\[ X \rightarrow K_1 (X \cosh Z - Y \sinh Z) \]
\[ Y \rightarrow K_1 (Y \cosh Z + X \sinh Z) \]
\[ Z \rightarrow 0 \]

Z Reduction

\[ X \rightarrow K_3 (X^2 - Y^2)^{1/2} \]
\[ Y \rightarrow 0 \]
\[ Z \rightarrow Z + \arctanh(Y/X) \]

Y Reduction

Figure 3.2: Results of CORDIC Iterations
may be replaced by $\epsilon_j$, if $\epsilon_j^3$ and higher terms are negligible.

The transformations (3.3) and (3.6) are now modified as

\[
\begin{align*}
\text{for } \delta_j > 0 : & \quad \begin{cases} 
x_{j+1} = x_j + my_j2^{-j} \\
y_{j+1} = y_j - x_j2^{-j} \\
z_{j+1} = z_j + \beta_j
\end{cases} & \quad \text{(3.9)} \\
\text{for } \delta_j < 0 : & \quad \begin{cases} 
x_{j+1} = x_j - my_j2^{-j} \\
y_{j+1} = y_j + x_j2^{-j} \\
z_{j+1} = z_j - \beta_j
\end{cases}
\end{align*}
\]

In Case I, select (3.9) if $y_j \geq 0$, and (3.10) otherwise. In Case II, select (3.9) if $z_j < 0$, and (3.10) otherwise. The CORDIC operation modes of Cases I and II are also referred to as $y$-reduction and $z$-reduction respectively, for obvious reasons. The conditions for the choice of transformations (3.9) or (3.10) is tabulated in Table 3.2.

It is remarkable that the transformation (3.9) or (3.10) is possible only by addition, subtraction, shifting and the use of constants. Thus, CORDIC algorithms greatly simplify the design of arithmetic units for special-purpose hardware and VLSI implementation.

**Convergence Issues**

Walther [81] has shown that the domain of convergence of the CORDIC algorithms is limited by

\[
\beta_j - \sum_{k=j+1}^{n-1} \beta_k \leq \beta_{n-1} \quad (j = 0, 1, 2, \cdots),
\]

<table>
<thead>
<tr>
<th>Transformation</th>
<th>CORDIC operation mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>Case II</td>
</tr>
<tr>
<td>Eqn. (3.9)</td>
<td>$y_j \geq 0$</td>
</tr>
<tr>
<td>Eqn. (3.10)</td>
<td>$y_j &lt; 0$</td>
</tr>
</tbody>
</table>

Table 3.2: Transformations for CORDIC Operation Modes
where \( n \) is the number of iterations of transformations (3.9) or (3.10) used.

When \( m = 1 \), it is easy to verify (3.11) for \( \beta_j = \tan^{-1}(2^{-j}) \); since \( \tan^{-1}(x) \) is convex in \( x \geq 0 \), i.e.,

\[
\tan^{-1}(2^{-j}) < 2 \tan^{-1}(2^{-(j+1)}).
\]

Thus, for the circular mode, the transformations (3.9) and (3.10) always converge, when

\[
z_0 < \sum_{j=0}^{\infty} \tan^{-1}(2^{-j}) = 1.74 \ldots > \frac{\pi}{2}, \tag{3.12}
\]

which covers the closed right half-plane.

When \( m = -1 \), the sequence \( \beta_j = \tanh^{-1}(2^{-j}) \) \( (j = 1, 2, \ldots) \) does not satisfy the convergence condition (3.11), since \( \tanh^{-1}(x) \) is concave in \( x \geq 0 \), i.e.,

\[
\tanh^{-1}(2^{-j}) > 2 \tanh^{-1}(2^{-(j+1)}).
\]

Walther [81] presented an empirical method to solve the hyperbolic convergence problem by repeating certain iterations. The method is based on the fact that

\[
\beta_j - \left( \sum_{k=j+1}^{n-1} \beta_k \right) - \beta_{3j+1} < \beta_{n-1} \quad \text{for} \quad \beta_j = \tanh^{-1}(2^{-j}) \quad (j \geq 1). \tag{3.13}
\]

As \( \beta_j \) decreases with \( j \), the convergence condition (3.11) will be satisfied if iterations at

\[
j = 4, 13, 40, 121, \ldots
\]

are repeated. The general formula of the above sequence is given by the recurrence relation

\[
j_n = 3j_{n-1} + 1, \quad j_0 = 1.
\]

The transformations (3.9) and (3.10) converge if and only if the initial values \((x_0, y_0)\) satisfy the condition

\[
\left| \tanh^{-1}\left( \frac{y_0}{x_0} \right) \right| < C = \left( \sum_{j=1}^{\infty} + \sum_{j=4, 13, \ldots} \right) \tanh^{-1}(2^{-j}) = 1.118 \ldots .
\]
A discussion on the convergence region for the hyperbolic mode and a proof for (3.13) can be found in [44].

Circular Mode

In the context of SVD algorithms, application of plane rotations and generation of rotation angles are of utmost interest. CORDIC in the circular mode \((m = 1)\), allows easy conversion between orthogonal and polar coordinates. The CORDIC operation modes of \(y\)-reduction and \(z\)-reduction have added utility in the circular mode.

\(Y\text{-Reduction for Inverse Tangent}\)

In the circular mode, the \(y\)-reduction can be used to compute inverse tangents. Consider the results of transformations (3.9) and (3.10) for Case I (\(y\)-reduction) and \(m = 1\) (circular mode) shown in Figure 3.2,

\[
\begin{align*}
x &= K_1 \sqrt{x_0^2 + y_0^2}, \\
y &= 0, \\
z &= x_0 + \tan^{-1}(y_0/x_0).
\end{align*}
\]

(3.14)

If \(z_0\) is chosen to be zero then (3.14) can be used to compute the quantity \(\tan^{-1}(y_0/z_0)\). The result is available directly without the requirement of re-scaling.

\(Z\text{-Reduction for Rotations}\)

In the circular mode, the \(z\)-reduction can be used to yield a vector rotation or the sine and cosine of a given angle. Again, consider the results of transformations (3.9)
and (3.10) for Case II (z-reduction) and $m = 1$ (circular mode) shown in Figure 3.2,
\[
\begin{align*}
x &= K_1 (x_0 \cos z_0 - y_0 \sin z_0), \\
y &= K_1 (y_0 \cos z_0 + x_0 \sin z_0), \\
z &= 0. \\
\end{align*}
\tag{3.15}
\]

The values of $x$ and $y$ in (3.15) represent rotation of the vector $(x_0, y_0)$ in the two-dimensional plane by the angle $z_0$. However, unlike $y$-reduction, the final values are scaled by $K_1$.

As a special case, the $z$-reduction can be used to calculate the sine and cosine of the angle $z_0$. Suppose $x_0 = K_1^{-1}$ and $y_0 = 0$, then (3.15) may be re-written as
\[
\begin{align*}
x &= K_1 K_1^{-1} \cos(z_0) = \cos(z_0), \\
y &= K_1 K_1^{-1} \sin(z_0) = \sin(z_0), \\
z &= 0. \\
\end{align*}
\tag{3.16}
\]

**Scale Factor Considerations**

The CORDIC formulation is not yet complete since the vector $(x_0, y_0)$ is not only rotated but also scaled at each iteration. This scaling is by a constant $k_j$ given by (3.4). Thus, the final values of the variables $x$ and $y$ need to be adjusted for the $z$-reduction (Case II) CORDIC operation mode and the variable $x$ for the $y$-reduction (Case I) CORDIC operation mode if desired.

From (3.4), it is clear that scaling is not a concern as far as the linear mode ($m = 0$) is concerned. Since the CORDIC mode of interest, as far as computing the SVD is considered, is the circular mode; further discussion is restricted to the case when $m = 1$. The basic ideas, though, easily extend to the hyperbolic mode.

In a digital computer with a finite word length or bit-precision $n$, only $n$ iterations of the transformations (3.9) and (3.10) are required. This is due to the fact that $n$
iterations guarantee \( n \) bits of accuracy and additional iterations prove extraneous. However, \( \log n \) bits are necessary to guard against round-off errors.

After \( n \) iterations, the values of the variables \( x \) and \( y \) for the \( z \)-reduction (Case II) CORDIC operation mode are given by

\[
x_n = K_n \ x_{final}, \\
y_n = K_n \ y_{final},
\]

where \( x_{final} \) and \( y_{final} \) are the desired final values and \( K_n \) is given by (3.5).

In many cases, fewer than \( n \) iterations are necessary for \( z \) to converge to zero. The storage of \( K_n \) for all possible values of \( n \) is necessary if early termination is permitted. This limitation of the CORDIC algorithms is presented in the discussion of techniques for latency reduction by Bridge, Fisher and Reynolds [7].

For the circular mode (\( m = 1 \)), substituting (3.4) with (3.7) in (3.5) and using the fact that from (3.8)

\[
\tan(\beta_j) = 2^{-j}
\]

we have

\[
K_n = \prod_{j=0}^{n-1} k_j = \prod_{j=0}^{n-1} \sqrt{1 + 2^{-2j}} = \prod_{j=0}^{n-1} \sec \beta_j.
\]

(3.17)

As a last step in the CORDIC \( z \)-reduction operation, a scale factor correction needs to be performed to yield

\[
K_{SFC}x_n = K_{SFC}K_n x_{final} \approx C x_{final},
\]

\[
K_{SFC}y_n = K_{SFC}K_n y_{final} \approx C y_{final},
\]

(3.18)

where the scale factor correction constant \( K_{SFC} \approx CK_n^{-1} \). The constant \( C \) is either 1 or a power of the machine radix, \( r \), so that it can be easily cleared by a simple shift to yield \( x_{final} \) and \( y_{final} \).
Single Scale Factor Correction

The single scale factor correction techniques proposed in the literature fall into two classes. They include either special scale factor compensation iterations [24, 40] or modified repetitive angle sequences [1, 21].

The most direct scheme, due to Walther [81], involves a multiplication by $K^{-1}_n$ using the CORDIC hardware in the linear mode. The scheme is costly since it may require a full CORDIC "cycle" of $n$ shifts and $n$ additions. However, the binary representation of $K^{-1}_n$ can be used to determine which shifts and additions truly need to be performed. The CORDIC processor is modified to perform special iterations for both the $x$ and $y$ variables of the form

$$x \leftarrow x + x_n 2^{-j},$$

(3.19)

where selected multiples of $x_n$ and $y_n$ are accumulated. Approximately $(n/2)$ iterations are required to correct for the scale factor.

Haviland and Tuszyński [40] proposed a method whereby the special scale factor correction iterations,

$$x \leftarrow x - x 2^{-j},$$

(3.20)

are performed for both the $x$ and $y$ variables. This scheme also causes a multiplication of $x_n$ and $y_n$ by $K^{-1}_n$. Again, approximately $(n/2)$ iterations are required for this method.

Ahmed [1], seeks to make the constant, $C$ (3.18), a power of the machine radix by repeating certain full CORDIC iterations. A final shift is used to clear the remaining scale constant. The proposed scheme uses almost $n$ extra CORDIC iterations to achieve $C = 2$. As an extra benefit the method extends the domain of convergence of the CORDIC algorithm. However, as all CORDIC operations can be made to fall
within the basic CORDIC domain of convergence, the time penalty caused by almost 
\( n \) extra iterations does not make Ahmed's method attractive for the SVD.

Delosme [21] combines the methods of Ahmed and Haviland and Tuszyński by 
repeating both CORDIC rotation iterations and special scale iterations to produce a 
low overhead scale factor correction scheme. In this method, approximately \((n/4)\) 
iterations are required and a \( C = 2 \) is generated.

Yang and Böhme[83] suggested a scheme for single scale factor correction requiring 
\( n_k = [n/4] \) additional iterations. A computer program was devised to systematically 
examine all relevant combinations of the shift sequences \( S(i) = (i = 0, 1, \ldots, n - 1) \) 
with differences \( S(i+1) - S(i) \in \{0, 1, 2\} \) for more optimization freedom. For efficient 
scaling correction, they proposed an additional sequence \( n_k \) shift-add operations,

\[
2^{-T(0)} \prod_{j=1}^{n_k} \left[ 1 + \eta(j)2^{-T(j)} \right] K_n = 1 + \Delta K \quad (T(j) \in I, \eta(j) = \pm 1).
\]

These additional scaling iterations are parametrized by the set of signed integers 
\( \{T(0), \eta(1)T(1), \ldots, \eta(n_k)T(n_k)\} \) with \( |\Delta K| \ll 2^{-n} \).

The above schemes require numerical methods to determine the appropriate se-
quence for a given word length. The number of iterations is chosen to reduce the 
approximation error to less than \( 2^{-n} \). A detailed discussion on the various single 
scale factor correction schemes and a systematic approach to the two-sided scale fac-
tor correction as required for the SVD can be found in [11].

**Cavallaro-Luk Two-Sided Scale Factor Correction**

In the computation of the SVD, two vector rotations are performed for the diagonal-
ization of the real \( 2 \times 2 \) matrix (2.6). If the correction for the scale factor is postponed 
to the end of the second vector rotation, then the new scale factor is a square of the
single vector rotation scale factor $K_n$. From (3.17),

$$K_n^{-2} = \prod_{j=0}^{n-1} k_j^{-2} = \prod_{j=0}^{n-1} \frac{1}{\sqrt{1 + 2^{-2j}}} = \prod_{j=0}^{n-1} \cos^2 \beta_j,$$

(3.21)

the observation was made that each term in (3.21) resembles the special scale factor iterations shown in (3.20). If the CORDIC processor performs special iterations of the form (3.20), then the scale factor correction constant will be

$$K_{FC}^{2} = \prod_{j \in J} \left(1 - 2^{-2j}\right) \approx 2K_n^{-2},$$

where

$$C = 2 \quad \text{and} \quad J = \left\{1, 3, 5, \ldots, \left(2\left[\frac{n}{4}\right] - 1\right)\right\} \quad \text{for} \ n > 0.$$  

(3.22)

The scale factor as in (3.18) is removed, and a final shift will cancel the above factor of 2. A total of only $\left[\frac{n}{4}\right]$ extra iterations for the complete two-sided rotation is required since many terms cancel when the products are formed.

The systematic calculation of the scale factor correction sequence is possible from (3.22) for any value of $n$. The Cavallaro-Luk two-sided rotation scheme greatly improves performance of the CORDIC two-sided vector rotation and results in a factor of 2 speedup over two applications of Delosme’s single scale factor correction scheme.

### 3.2 Architecture for a Basic CORDIC Processor

In § 3.1, CORDIC algorithms were shown to greatly simplify the design of VLSI and and special-purpose hardware. Efficient architectures, for the hardware implementation of the CORDIC recurrence relations (3.9) and (3.10), which minimize area/time complexity are necessary to exploit the performance advantages of the CORDIC algorithms to the fullest.
Ahmed [1] has investigated different architectures for a basic CORDIC processor capable of implementing the CORDIC recurrence relations in hardware. A fully parallel fixed-point CORDIC processor architecture due to Ahmed is shown in Figure 3.3.

Three parallel data paths are provided for the \( x \), \( y \) and \( z \) recurrence equations. The processor is composed of several registers to hold the final and temporary values of \( x \), \( y \) and \( z \). For a fixed-point implementation, shifters are used in the \( x \) and \( y \) data paths to produce multiplication by \( 2^{-i} \).

A read-only memory (ROM) is used to store the angles shown in Table 3.1 for the three CORDIC modes \textit{viz}. the circular \( (m = 1) \), the linear \( (m = 0) \) and the hyperbolic \( (m = -1) \) modes. Three fixed-point adders provide the additions required in the CORDIC recurrence relations (3.9) and (3.10).

Finally, a control unit oversees the overall sequencing and angle selection depending on which of the six CORDIC operational modes is chosen. The control unit is responsible for choosing between (3.9) and (3.10), based on the values in the \( y \) and \( z \) registers for the \( y \)-reduction and \( z \)-reduction operation modes respectively (Table 3.2).

### 3.3 Cavallaro-Luk Architectures for the Real 2×2 Processor

The SVD-Jacobi method (§ 2.3) requires the diagonalization of a 2×2 matrix as a basic step. The procedures for diagonalization were detailed in § 2.4. Based on the methods described in § 2.4 and using the basic fixed-point CORDIC processor architecture shown in § 3.2, Cavallaro and Luk [13] proposed four architectures, each with a different area/time complexity, for a real 2×2 CORDIC SVD processor. CORDIC has also been applied to the real SVD by Delosme [23].

To recapitulate, two diagonalization procedures for a real 2×2 matrix were presented in § 2.4. The first method is a direct two-angle two-sided rotation (2.6,2.9),
Figure 3.3: Parallel Fixed-point CORDIC Module
Figure 3.4: The Parallel Fixed-point SVD Processor Architecture
and the latter is a two-step method which requires symmetrization of the $2 \times 2$ matrix (2.11, 2.12) followed by a one-angle two-sided rotation (2.13, 2.14) to complete the diagonalization.

The first three architectures, viz. the Symmetrization-diagonalization method architecture, the Approximation method architecture and the Semi-parallel method architecture implement diagonalization using the two-step method while the fourth viz. the Parallel-diagonalization method implements the direct two angle rotation method. The fixed-point CORDIC architecture for the Parallel-diagonalization method due to Cavallaro and Luk is shown in Figure 3.4.

A detailed discussion on the motivations for the different approaches and architectures can be found in [11]. A area/time complexity analysis of the different architectures as presented in [11] is tabulated in Table 3.3 where $T_C$ is the time required for one CORDIC vector rotation and $A_C$ is the area occupied by a basic fixed-point CORDIC processor. The extra time of 0.25$T_C$ is for two-sided scale factor correction.

A VLSI implementation of the real $2 \times 2$ processor for the Brent-Luk-VanLoan systolic array which uses CORDIC arithmetic has been reported in the literature [42]. A detailed analysis of the implementation and other issues relating to the use of fixed-point CORDIC for SVD computations is discussed in [50].

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Area</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symm.-Diag.</td>
<td>$3A_C$</td>
<td>$4.25T_C$</td>
</tr>
<tr>
<td>Approx.</td>
<td>$3A_C$</td>
<td>$3.25T_C$</td>
</tr>
<tr>
<td>Semi-parallel</td>
<td>$4A_C$</td>
<td>$3.25T_C$</td>
</tr>
<tr>
<td>Parallel-Diag.</td>
<td>$2A_C$</td>
<td>$3.25T_C$</td>
</tr>
</tbody>
</table>

Table 3.3: Area/Time Complexity for Fixed-point SVD Architectures
Figure 3.5: Parallel Floating-point CORDIC Module
The CORDIC algorithms were originally described for fixed-point data. However, for practical systems, a floating-point format is preferable. Walther [81] has dealt with the conversion from fixed-point to floating-point formats. Ahmed [1] points out that the shifting required in the fixed-point algorithm gets converted to exponent subtraction and mantissa alignment in floating-point.

Muller [63], Johnsson [48] and Ercegovac and Lang [27] have addressed the issue of floating-point CORDIC. Floating-point architectures were also considered in [11]. Cavallaro and Luk proposed a hybrid architecture that uses fixed-point angle memory with floating-point data paths (Figure 3.5).

In the next chapter, the SVD of an arbitrary matrix with possibly complex data elements is discussed. The SVD-Jacobi method when extended to a matrix with complex data, requires the diagonalization of a complex $2 \times 2$ matrix. A methodology for the diagonalization of a complex $2 \times 2$ matrix which is efficiently implementable in hardware, especially using CORDIC, is developed.
Chapter 4

The SVD of a Complex Matrix

Complex arithmetic and matrix transformations require a significantly greater number of computational steps than the corresponding real operations. Following a review of techniques known for complex matrix transformations, a hardware and performance efficient scheme for the diagonalization of complex matrices is proposed.

4.1 Complex Number Representation

Stating Euler’s Formula as:

\[ e^{i\theta} = \cos \theta + i \sin \theta , \]  

(4.1)

a complex number, \( z = z_r + i z_i \) may be written as

\[ z = R_z e^{i\theta_z} , \]  

(4.2)

where

\[ R_z = \sqrt{z_r^2 + z_i^2} , \quad \theta_z = \tan^{-1} \left( \frac{z_i}{z_r} \right) . \]  

(4.3)

Equation (4.3) is a polar co-ordinate system representation of \( z \) in the complex plane and the range of \( \theta_z \) is

\[ 0 \leq \theta_z \leq 2\pi . \]  

(4.4)

An alternate polar coordinate representation can be defined where the range of \( \theta_z \) is
restricted to the principal values of \( \arctangent \)
\[
-\frac{\pi}{2} \leq \theta_z \leq \frac{\pi}{2},
\]
if (4.3) is modified as
\[
R_{z} = \operatorname{sign}(z_{r})\sqrt{z_{r}^{2} + z_{i}^{2}}, \quad \theta_{z} = \tan^{-1}\left(\frac{z_{i}}{z_{r}}\right).
\]

4.2 Complex Givens Rotation

The Givens rotation [36] is an important technique which is used to selectively introduce a zero into a matrix. Givens rotations can be used in the QR Decomposition and are similar to the rotations used in the Jacobi [32] method for the symmetric eigenvalue decomposition (2.4) and the SVD (2.6). A real Givens rotation is given by
\[
\begin{bmatrix}
c & s \\
-s & c
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix}
=
\begin{bmatrix}
r \\
0
\end{bmatrix},
\]
where
\[
\theta = \tan^{-1}\left(\frac{b}{a}\right), \quad c = \cos \theta, \quad s = \sin \theta \quad \text{and} \quad r = \sqrt{a^2 + b^2}.
\]

The Givens rotation can be generalized to handle the case of complex arithmetic. Let
\[
\begin{bmatrix}
a_{r} + i a_{i} \\
b_{r} + i b_{i}
\end{bmatrix}
= \begin{bmatrix}
Ae^{\theta_{a}} \\
Be^{\theta_{b}}
\end{bmatrix}
\]
be an arbitrary complex vector. A complex Givens rotation can be described by two rotation angles as formulated in Coleman and Van Loan [17] as
\[
\begin{bmatrix}
\cos \theta_{1} & \sin \theta_{1}(e^{i\theta_{2}}) \\
-sin_{1}(e^{-i\theta_{2}}) & \cos \theta_{1}
\end{bmatrix}
\begin{bmatrix}
a_{r} + i a_{i} \\
b_{r} + i b_{i}
\end{bmatrix}
= \begin{bmatrix}
r_{r} + i r_{i} \\
0
\end{bmatrix}.
\]

The above rotation matrix is derived by first applying the simple unitary transformation
\[
U = \begin{bmatrix}
e^{-i\theta_{a}} & 0 \\
0 & e^{-i\theta_{b}}
\end{bmatrix}
\]
to convert the complex numbers to real values. This is followed by a real Givens rotation (4.7) to zero out the second component. However, in order to avoid four complex rotations, the complex conjugate of (4.9) is applied to the left side of the real Givens rotation, giving the complex Givens rotation in (4.8).

In the expanded form (4.8) may be written as

$$
\begin{bmatrix}
  e^{i\theta_a} & 0 \\
  0 & e^{i\theta_b}
\end{bmatrix}
\begin{bmatrix}
  \cos \theta_1 & \sin \theta_1 \\
  -\sin \theta_1 & \cos \theta_1
\end{bmatrix}
\begin{bmatrix}
  e^{-i\theta_a} & 0 \\
  0 & e^{-i\theta_b}
\end{bmatrix} =
\begin{bmatrix}
  \cos \theta_1 & \sin \theta_1 (e^{i\theta_2}) \\
  -\sin_1 (e^{-i\theta_2}) & \cos \theta_1
\end{bmatrix}.
$$

The angles $\theta_1$ and $\theta_2$ can be determined from the input vector as follows

$$
A = \sqrt{a_r^2 + a_i^2}, \quad \theta_a = \tan^{-1} \left( \frac{a_i}{a_r} \right), \quad \theta_2 = \frac{B}{A},
$$

(4.10)

Then from the above angles and radii,

$$
\theta_1 = \tan^{-1} \left( \frac{B}{A} \right) \quad \text{and} \quad \theta_2 = \theta_a - \theta_b.
$$

(4.11)

4.3 QRD of a Complex $2 \times 2$ Matrix

The QR-Decomposition of a real $m \times n$ matrix (2.15) was discussed in § 2.5. The QR-decomposition (QRD) of a $m \times n$ matrix $M \in C^{m \times n}$, is given by

$$
M = Q \begin{bmatrix} R \\ 0 \end{bmatrix},
$$

(4.12)

where the matrix $Q \in C^{m \times m}$ is unitary and the matrix $R \in C^{n \times n}$ is upper triangular.

Let

$$
\mathcal{M} = \begin{bmatrix}
  a_r + ia_i & b_r + ib_i \\
  c_r + ic_i & d_r + id_i
\end{bmatrix} = \begin{bmatrix}
  A e^{i\theta_a} & B e^{i\theta_b} \\
  C e^{i\theta_c} & D e^{i\theta_d}
\end{bmatrix},
$$

(4.13)

be a complex $2 \times 2$ matrix. Using the complex Givens rotation [17] as described in § 4.2, the QR decomposition of a complex $2 \times 2$ matrix (4.13) can be computed as

$$
\begin{bmatrix}
  c_\alpha & s_\alpha e^{i\theta_\beta} \\
  -s_\alpha e^{-i\theta_\beta} & c_\alpha
\end{bmatrix}
\begin{bmatrix}
  A e^{i\theta_a} & B e^{i\theta_b} \\
  C e^{i\theta_c} & D e^{i\theta_d}
\end{bmatrix} =
\begin{bmatrix}
  W e^{i\theta_w} & X e^{i\theta_x} \\
  0 & Z e^{i\theta_z}
\end{bmatrix},
$$

(4.14)
where

\[
\theta_\beta = \theta_a - \theta_c \quad \text{and} \quad \tan \alpha = \frac{C}{A}.
\]

Deprettere and van der Veen [79] define a three angle complex rotation

\[
R(\theta, \phi_1, \phi_2) \triangleq \begin{bmatrix}
e^{i\phi_1} & 0 \\
0 & e^{i\phi_2}
\end{bmatrix}
\begin{bmatrix}
c & s \\
-s & c
\end{bmatrix},
\]  

(4.15)

where \(c = \cos \theta\) and \(s = \sin \theta\). The QR decomposition of a complex \(2 \times 2\) matrix \(M\) (4.13) can also be defined in terms of (4.15) as

\[
\begin{bmatrix}
A e^{i\theta_a} & B e^{i\theta_b} \\
C e^{i\theta_c} & D e^{i\theta_d}
\end{bmatrix}
R(\theta, \phi_1, \phi_2) =
\begin{bmatrix}
W e^{i\theta_w} & X e^{i\theta_x} \\
0 & Z e^{i\theta_z}
\end{bmatrix},
\]  

(4.16)

from which

\[
\tan \theta = \frac{s}{c} = \frac{e^{i\phi_1} C e^{i\phi_c}}{e^{i\phi_2} D e^{i\phi_d}}.
\]  

(4.17)

To ensure that \(\tan \theta\) is real, \(\phi_1\) and \(\phi_2\) are chosen to make the numerator with respect to the denominator in (4.17), real. This requires that

\[
\phi_1 = -\theta_c, \quad \phi_2 = -\theta_d,
\]  

(4.18)

and

\[
\theta = \tan^{-1} \left( \frac{C}{D} \right)
\]  

(4.19)

in (4.16). Given that (4.18) and (4.19) hold, (4.16) can be rewritten as

\[
\begin{bmatrix}
A e^{i\theta_a} & B e^{i\theta_b} \\
C e^{i\theta_c} & D e^{i\theta_d}
\end{bmatrix}
R(\theta, \phi_1, \phi_2) =
\begin{bmatrix}
W e^{i\theta_w} & X e^{i\theta_x} \\
0 & Z
\end{bmatrix},
\]  

(4.20)

where \(Z = \sqrt{C^2 + D^2}\).

Lotkin [56] and Greenstadt [38] have also suggested transformations for the triangularization of a \(2 \times 2\) matrix to be used in the Jacobi [32] method for the Eigenvalue Decomposition of arbitrary matrices.
4.4 SVD of a Complex $2 \times 2$ Matrix

The complex SVD can be approached by using the SVD-Jacobi algorithm [32, 49] discussed in § 2.3. As a basic step in the complex SVD-Jacobi algorithm, a $2 \times 2$ matrix, possibly with complex data elements, is transformed into a real diagonal matrix.

Several two-sided unitary transformations have been suggested in the literature [32, 49] to diagonalize a complex $2 \times 2$ matrix. The Forsythe and Henrici [32] two-sided unitary transformation to diagonalize a complex $2 \times 2$ matrix is

$$
\begin{pmatrix}
C_{\phi}e^{i\theta_{\alpha}} & -s_{\phi}e^{i\theta_{\beta}} \\
-s_{\phi}e^{i\theta_{\gamma}} & C_{\phi}e^{i\theta_{\delta}}
\end{pmatrix}
\begin{pmatrix}
Ae^{i\theta_{\alpha}} & Be^{i\theta_{\beta}} \\
Ce^{i\theta_{\gamma}} & De^{i\theta_{\delta}}
\end{pmatrix}
\begin{pmatrix}
C_{\psi}e^{i\theta_{\alpha}} & s_{\psi}e^{i\theta_{\gamma}} \\
-s_{\psi}e^{i\theta_{\xi}} & C_{\psi}e^{i\theta_{\omega}}
\end{pmatrix}
= \begin{pmatrix}
We^{i\theta_{\omega}} & 0 \\
0 & Ze^{i\theta_{\tau}}
\end{pmatrix},
$$

(4.21)

where

$$
\tan(\theta_{\alpha} - \theta_{\beta}) = -\frac{AC \sin(\theta_{\alpha} - \theta_{\beta}) + BD \sin(\theta_{\beta} - \theta_{\alpha})}{AC \cos(\theta_{\alpha} - \theta_{\beta}) + BD \cos(\theta_{\beta} - \theta_{\alpha})},
$$

(4.22)

$$
\tan(\theta_{\eta} - \theta_{\omega}) = -\frac{AB \sin(\theta_{\eta} - \theta_{\omega}) + CD \sin(\theta_{\omega} - \theta_{\eta})}{AB \cos(\theta_{\eta} - \theta_{\omega}) + CD \cos(\theta_{\omega} - \theta_{\eta})},
$$

$$
\tan(\theta_{\phi} - \theta_{\psi}) = -\frac{Be^{i(\theta_{\phi} + \theta_{\psi} + \theta_{b})} + Ce^{i(\theta_{\phi} + \theta_{b} + \theta_{c})}}{De^{i(\theta_{\phi} + \theta_{b} + \theta_{d})} - Ae^{i(\theta_{\phi} + \theta_{b} + \theta_{c})}},
$$

and

$$
\tan(\theta_{\phi} + \theta_{\psi}) = -\frac{Be^{i(\theta_{\phi} + \theta_{b} + \theta_{c})} - Ce^{i(\theta_{\phi} + \theta_{b} + \theta_{c})}}{De^{i(\theta_{\phi} + \theta_{b} + \theta_{d})} + Ae^{i(\theta_{\phi} + \theta_{b} + \theta_{c})}}.
$$

When the matrix $\mathcal{M}$ is real, condition (4.22) simplifies to

$$
\theta_{\alpha} = \theta_{\beta} = \theta_{\gamma} = \theta_{\delta} = 0,
$$

(4.23)

and

$$
\tan(\theta_{\phi} - \theta_{\psi}) = -\left(\frac{B + C}{D - A}\right),
$$

(4.24)

$$
\tan(\theta_{\phi} + \theta_{\psi}) = -\left(\frac{B - C}{D + A}\right).
$$

This result is identical to the direct two-angle, two-sided rotation, diagonalization scheme (2.6.2.9), described in § 2.4 for the SVD of a real $2 \times 2$ matrix.
Another scheme for the diagonalization of an arbitrary $2 \times 2$ matrix is due to Kogbetliantz [49]. He defines a two-sided unitary transformation to compute the SVD of a complex $2 \times 2$ matrix as
\[
\begin{bmatrix}
\gamma \frac{1}{2} c_\zeta & \gamma \frac{1}{2} s_\zeta \\
-\gamma \frac{1}{2} s_\zeta & \gamma \frac{1}{2} c_\zeta
\end{bmatrix}
\begin{bmatrix}
A e^{i\theta_a} & B e^{i\theta_b} \\
C e^{i\theta_c} & D e^{i\theta_d}
\end{bmatrix}
\begin{bmatrix}
\gamma \frac{1}{2} c_z & -\gamma \frac{1}{2} s_z \\
\gamma \frac{1}{2} s_z & \gamma \frac{1}{2} c_z
\end{bmatrix}
= \begin{bmatrix}
W e^{i\theta_w} & 0 \\
0 & Z e^{i\theta_z}
\end{bmatrix},
\]
(4.25)
where
\[
z = \psi + i\phi, \quad z' = \psi - i\phi,
\]
\[
\zeta = \xi + i\eta, \quad \zeta' = \xi - i\eta,
\]
and
\[
\gamma = \text{sech} \ 2\phi.
\]
The left and right transformation matrices in (4.25) are unitary since
\[
\gamma(|c|^2 + |s|^2) = 1.
\]
There are four real equations in the four real unknowns $\psi$, $\phi$, $\xi$, and $\eta$ for (4.25) to hold.

Deprettere and van der Veen [79] considered input matrices with a specialized structure as
\[
S = \begin{bmatrix}
A & Be^{i\theta_b} \\
0 & D
\end{bmatrix}
\]
(4.26)
for a CORDIC SVD array based on the SVD-Jacobi method. The diagonalization of $S$ is accomplished in two steps. In the first step, a transition to an all real element data matrix is made. Formally,
\[
\begin{bmatrix}
e^{-i\theta_\phi} & 0 \\
0 & e^{i\theta_\phi}
\end{bmatrix}
\begin{bmatrix}
A & Be^{i\theta_b} \\
0 & D
\end{bmatrix}
\begin{bmatrix}
e^{i\theta_\phi} & 0 \\
0 & e^{-i\theta_\phi}
\end{bmatrix}
= \begin{bmatrix}
A & B \\
0 & D
\end{bmatrix},
\]
(4.27)
from which $\theta_\phi = \theta_b/2$. Next, the real $2 \times 2$ matrix diagonalization scheme discussed in § 2.4 is used to complete the SVD. Precisely, the transformation
\[
R(\theta_r)^T \begin{bmatrix}
A & B \\
0 & D
\end{bmatrix} R(\theta_l) = \begin{bmatrix}
\sigma_1 & 0 \\
0 & \sigma_2
\end{bmatrix}
\]
is used, where \( R(\theta) \) is given by (2.7), and

\[
\tan(\theta_r - \theta_l) = \left( \frac{B}{D - A} \right), \tag{4.28}
\]

\[
\tan(\theta_r + \theta_l) = \left( \frac{B}{D + A} \right).
\]

A generalization of the complex CORDIC SVD scheme in van der Veen and Deprettere [79] is presented in [12]. An input matrix \( M \) of the form (4.13) is assumed. Several transformations are performed to diagonalize \( M \).

First a complex Givens rotation (4.8) is applied to introduce a zero into \( M \). This transforms the matrix as

\[
\begin{bmatrix}
  c_1 & s_1(c_2 + i s_2) \\
  -s_1(c_2 - i s_2) & c_1
\end{bmatrix}
\begin{bmatrix}
  A e^{i\theta_x} & B e^{i\theta_y} \\
  C e^{i\theta_x} & D e^{i\theta_y}
\end{bmatrix}
= \begin{bmatrix}
  W e^{i\theta_w} X e^{i\theta_z} \\
  0 & Z e^{i\theta_s}
\end{bmatrix}, \tag{4.29}
\]

A unitary transformation

\[
U = \begin{bmatrix}
  e^{i\theta_r} & 0 \\
  0 & e^{i\theta_s}
\end{bmatrix}, \tag{4.30}
\]

where \( \theta_r = -\theta_w \) and \( \theta_s = -\theta_z \), is then applied to make the diagonal elements real.

This transforms the result of (4.29) as

\[
\begin{bmatrix}
  e^{i\theta_r} & 0 \\
  0 & e^{i\theta_s}
\end{bmatrix}
\begin{bmatrix}
  W e^{i\theta_w} X e^{i\theta_z} \\
  0 & Z e^{i\theta_s}
\end{bmatrix}
= \begin{bmatrix}
  W X e^{i(\theta_x + \theta_r)} \\
  0 & Z
\end{bmatrix}
= \begin{bmatrix}
  W X' e^{i\theta_x'} \\
  0 & Z
\end{bmatrix}. \tag{4.31}
\]

Next, a two-sided unitary transformation

\[
\begin{bmatrix}
  1 & 0 \\
  0 & e^{i\theta_c}
\end{bmatrix}
\begin{bmatrix}
  W X' e^{i\theta_x'} \\
  0 & Z
\end{bmatrix}
\begin{bmatrix}
  1 & 0 \\
  0 & e^{i\theta_c}
\end{bmatrix}
= \begin{bmatrix}
  W X' \\
  0 & Z
\end{bmatrix}, \tag{4.32}
\]

where \( \theta_c = \theta_x' \) and \( \theta_c = -\theta_x' \), is applied to make the \( 2 \times 2 \) matrix real. Finally, a real \( 2 \times 2 \) SVD is performed using (2.13) with

\[
\tan(\theta_r - \theta_l) = \left( \frac{X'}{Z - W} \right), \tag{4.33}
\]

\[
\tan(\theta_r + \theta_l) = \left( \frac{X'}{Z + W} \right).
\]
4.5 Two-sided Unitary Transformations

The various methods proposed for the SVD of a complex $2 \times 2$ matrix in § 4.4 have shortcomings. They are either, too cumbersome to implement in special-purpose VLSI using CORDIC or traditional arithmetic units like the Forsythe-Henrici scheme (4.21) and the scheme due to Kogbetliantz (4.25), or they assume a specialized matrix structure as in the Deprettere-van der Veen scheme (4.27,4.28). The scheme due to Cavallaro-Elster (4.29-4.33), though implementable in CORDIC, does not efficiently adapt to systolic computation.

Two-sided rotations are used in the diagonalization of a real $2 \times 2$ matrix in the Brent-Luk-Van Loan systolic array [6]. In the development of a systolic scheme to diagonalize a complex matrix, it is important to express the methods of the previous sections as two-sided unitary rotations/transformations. This has been the primary motivation for the transformations developed in this section.

Additionally, the two-sided transformations need to be structured in a manner that is easily amenable to implementation in hardware, preferably using the CORDIC processor architectures discussed in § 3.2 and § 3.3. The discussion on implementation using CORDIC is postponed until § 5.2.

Any $2 \times 2$ unitary matrix may be expressed as

\[
\begin{bmatrix}
    c_\phi e^{i\theta_\alpha} & s_\phi e^{i\theta_\beta} \\
    -s_\phi e^{i\theta_\gamma} & c_\phi e^{i\theta_\delta}
\end{bmatrix},
\]  

(4.34)

where $\theta_\alpha, \theta_\beta, \theta_\gamma, \theta_\delta$ and $\theta_\phi$ are real numbers with

\[
\theta_\alpha - \theta_\beta - \theta_\gamma + \theta_\delta \equiv 0 \pmod{2\pi}.
\]  

(4.35)

The transformations described below, each, assume an input data $\mathcal{M}$ matrix of the form (4.13). Also, from (4.34) and (4.35) the equations (4.36-4.40) are, clearly, unitary transformations. The transformations described below are each identified
by an alphabetic character to preserve ease of notation and at the same time hint at the nature of the transformation. The transformations defined below are by no means special or unique; they are presented mainly to motivate the derivation of more complicated transformations.

The $\mathcal{I}$ Transformation

An $\mathcal{I}$ transformation, is a simple two-sided unitary transformation that interchanges the arguments of the elements of $\mathcal{M}$, along a diagonal. It is expressed as

$$
\begin{bmatrix}
  e^{i\theta_\alpha} & 0 \\
  0 & e^{-i\theta_\alpha}
\end{bmatrix}
\begin{bmatrix}
  A e^{i\theta_\alpha} & B e^{i\theta_\beta} \\
  C e^{i\theta_\gamma} & D e^{i\theta_\delta}
\end{bmatrix}
\begin{bmatrix}
  e^{i\theta_\alpha} & 0 \\
  0 & e^{-i\theta_\alpha}
\end{bmatrix}
= 
\begin{bmatrix}
  A e^{i\theta_\delta} & B e^{i\theta_\gamma} \\
  C e^{i\theta_\alpha} & D e^{i\theta_\alpha}
\end{bmatrix}
$$

(4.36)

or

$$
\begin{bmatrix}
  e^{i\theta_\beta} & 0 \\
  0 & e^{-i\theta_\beta}
\end{bmatrix}
\begin{bmatrix}
  A e^{i\theta_\alpha} & B e^{i\theta_\beta} \\
  C e^{i\theta_\gamma} & D e^{i\theta_\delta}
\end{bmatrix}
\begin{bmatrix}
  e^{i\theta_\beta} & 0 \\
  0 & e^{-i\theta_\beta}
\end{bmatrix}
= 
\begin{bmatrix}
  A e^{i\theta_\delta} & B e^{i\theta_\gamma} \\
  C e^{i\theta_\beta} & D e^{i\theta_\beta}
\end{bmatrix}
$$

where

$$
\theta_\alpha = \frac{(\theta_\delta - \theta_\alpha)}{2} \quad \text{and} \quad \theta_\beta = \frac{(\theta_\gamma - \theta_\beta)}{2}.
$$

The $\mathcal{R}$ and $\mathcal{C}$ Transformations

Given an arbitrary complex $2 \times 2$ matrix, a two-sided unitary transformation can be defined to convert any two elements of $\mathcal{M}$ to real values. If the elements belong to the same row then, the transformation $\mathcal{R}$ is defined as

$$
\begin{bmatrix}
  e^{i\theta_\alpha} & 0 \\
  0 & e^{-i\theta_\alpha}
\end{bmatrix}
\begin{bmatrix}
  A e^{i\theta_\alpha} & B e^{i\theta_\beta} \\
  C e^{i\theta_\gamma} & D e^{i\theta_\delta}
\end{bmatrix}
\begin{bmatrix}
  e^{i\theta_\alpha} & 0 \\
  0 & e^{-i\theta_\alpha}
\end{bmatrix}
= 
\begin{bmatrix}
  A & B \\
  C e^{i\theta_\alpha} & D e^{i\theta_\alpha}
\end{bmatrix}
$$

(4.37)

or

$$
\begin{bmatrix}
  e^{i\theta_\gamma} & 0 \\
  0 & e^{-i\theta_\gamma}
\end{bmatrix}
\begin{bmatrix}
  A e^{i\theta_\alpha} & B e^{i\theta_\beta} \\
  C e^{i\theta_\gamma} & D e^{i\theta_\delta}
\end{bmatrix}
\begin{bmatrix}
  e^{i\theta_\gamma} & 0 \\
  0 & e^{-i\theta_\gamma}
\end{bmatrix}
= 
\begin{bmatrix}
  A e^{i\theta_\delta} & B e^{i\theta_\gamma} \\
  C e^{i\theta_\gamma} & D e^{i\theta_\gamma}
\end{bmatrix}
$$

where

$$
\theta_\alpha = \frac{-(\theta_\beta + \theta_\gamma)}{2}, \quad \theta_\beta = \frac{(\theta_\delta - \theta_\alpha)}{2}, \quad \theta_\gamma = \frac{-(\theta_\delta + \theta_\alpha)}{2} \quad \text{and} \quad \theta_\delta = \frac{(\theta_\gamma - \theta_\alpha)}{2}.
$$
If the elements belong to the same column then, the transformation \( C \) is defined as
\[
\begin{bmatrix}
    e^{i\theta_a} & 0 \\
    0 & e^{-i\theta_a}
\end{bmatrix}
\begin{bmatrix}
    Ae^{i\theta_a} & Be^{i\theta_b} \\
    Ce^{i\theta_c} & De^{i\theta_d}
\end{bmatrix}
\begin{bmatrix}
    e^{i\theta_d} & 0 \\
    0 & e^{-i\theta_b}
\end{bmatrix}
= \begin{bmatrix}
    A & Be^{i\theta_z} \\
    C & De^{i\theta_z}
\end{bmatrix}
\] (4.38)
or
\[
\begin{bmatrix}
    e^{i\theta_b} & 0 \\
    0 & e^{-i\theta_b}
\end{bmatrix}
\begin{bmatrix}
    Ae^{i\theta_a} & Be^{i\theta_b} \\
    Ce^{i\theta_c} & De^{i\theta_d}
\end{bmatrix}
\begin{bmatrix}
    e^{i\theta_z} & 0 \\
    0 & e^{-i\theta_z}
\end{bmatrix}
= \begin{bmatrix}
    Ae^{i\theta_w} & B \\
    Ce^{i\theta_y} & D
\end{bmatrix},
\]

where
\[
\theta_a = \frac{(\theta_c - \theta_a)}{2}, \quad \theta_b = \frac{-(\theta_c + \theta_a)}{2}, \quad \theta_d = \frac{(\theta_d - \theta_b)}{2} \quad \text{and} \quad \theta_z = \frac{-(\theta_d + \theta_b)}{2}.
\]

The \( \mathcal{D} \) Transformation

If the elements are on the diagonal (main or off) then, the transformation \( \mathcal{D} \) is defined as
\[
\begin{bmatrix}
    e^{i\theta_a} & 0 \\
    0 & e^{i\theta_a}
\end{bmatrix}
\begin{bmatrix}
    Ae^{i\theta_a} & Be^{i\theta_b} \\
    Ce^{i\theta_c} & De^{i\theta_d}
\end{bmatrix}
\begin{bmatrix}
    e^{i\theta_d} & 0 \\
    0 & e^{-i\theta_d}
\end{bmatrix}
= \begin{bmatrix}
    A & Be^{i\theta_z} \\
    C & De^{i\theta_z}
\end{bmatrix}
\] (4.39)
or
\[
\begin{bmatrix}
    e^{i\theta_b} & 0 \\
    0 & e^{-i\theta_b}
\end{bmatrix}
\begin{bmatrix}
    Ae^{i\theta_a} & Be^{i\theta_b} \\
    Ce^{i\theta_c} & De^{i\theta_d}
\end{bmatrix}
\begin{bmatrix}
    e^{i\theta_z} & 0 \\
    0 & e^{-i\theta_z}
\end{bmatrix}
= \begin{bmatrix}
    Ae^{i\theta_w} & B \\
    C & De^{i\theta_z}
\end{bmatrix},
\]

where
\[
\theta_a = \frac{-(\theta_d + \theta_a)}{2}, \quad \theta_b = \frac{(\theta_d - \theta_a)}{2}, \quad \theta_d = \frac{-(\theta_c + \theta_b)}{2} \quad \text{and} \quad \theta_z = \frac{(\theta_d - \theta_b)}{2}.
\]

Unlike the transformations \( \mathcal{R} \) (4.37) and \( C \) (4.38), the angles \( \theta_a \) and \( \theta_d \) in \( \mathcal{D} \) (4.39) can be interchanged with \( \theta_b \) and \( \theta_z \) respectively, to yield the same effect \(^3\).

The \( \mathcal{Q} \) Transformation

Any combination of the \( \mathcal{I}, \mathcal{R}, \mathcal{C} \) and \( \mathcal{D} \) transformations can be used with a real two-sided rotation to yield a useful two-sided unitary transformation. The transformation

\(^3\)However, the subsidiary angles \( \theta_w \) and \( \theta_z \), or \( \theta_a \) and \( \theta_b \) will be different.
\( Q \) is defined as
\[
\begin{bmatrix}
c_{\phi}e^{i\theta_\alpha} & -s_{\phi}e^{i\theta_\beta} \\
s_{\phi}e^{i\theta_\alpha} & c_{\phi}e^{i\theta_\beta}
\end{bmatrix}
\begin{bmatrix}
Ae^{i\theta_\alpha} & Be^{i\theta_\beta} \\
Ce^{i\theta_\alpha} & De^{i\theta_\beta}
\end{bmatrix}
\begin{bmatrix}
c_{\psi}e^{i\theta_\gamma} & s_{\psi}e^{i\theta_\gamma} \\
-s_{\psi}e^{i\theta_\delta} & c_{\psi}e^{i\theta_\delta}
\end{bmatrix},
\] (4.40)

where \( \theta_\alpha, \theta_\beta, \theta_\gamma, \) and \( \theta_\delta \) are chosen according to the combination of (4.36), (4.37), (4.38) and (4.39) desired.

If either \( \theta_\phi \) or \( \theta_\psi \) is zero, and the other angle is chosen as in (4.7), a zero can be introduced into the \( 2 \times 2 \) matrix at a desired position by choosing an appropriate combination of the sub-transformations \( I, R, C \) and \( D \) to transform \( M \). Also, if the sub-transformations chosen render the matrix real, then angles \( \theta_\phi \) and \( \theta_\psi \) may be chosen as in (4.24) to diagonalize \( M \).

The transformations \( I, C, D, R \) and \( Q \) can be implemented easily in CORDIC as will be explained in § 5.2. The \( Q \) transformation is used as a basis for the two-step diagonalization scheme presented in § 4.6.

### 4.6 Two-step SVD of a Complex \( 2 \times 2 \) Matrix

The transformations developed in § 4.5 can be used to derive a diagonalization procedure for an arbitrary complex \( 2 \times 2 \) matrix \( M \) as defined in (4.13). The conditions for (4.21) as expressed by (4.22) were shown to be necessary and sufficient for the diagonalization of an arbitrary complex \( 2 \times 2 \) matrix \( M \). It is clear from the nature of the transformations developed in § 4.5, that an arbitrary complex \( 2 \times 2 \) matrix cannot always be diagonalized by just one \( Q \) transformation.

However, two \( Q \) transformations are sufficient to compute the SVD. The first \( Q \) transformation essentially performs a QR decomposition of \( M \). The second completes the diagonalization. To illustrate the steps in the diagonalization, each \( Q \) transformation is presented as a combination of sub-transformations used.
The first sub-transformation is an $R$ transformation which renders the bottom row of $M$ real. It is followed by a real Givens rotation which zeros the lower-left $(2,1)$ element. This completes the first $Q$ transformation which is defined as

$$
\begin{bmatrix}
c_{\theta} e^{i\theta_\alpha} & -s_{\theta} e^{i\theta_\beta} \\
s_{\theta} e^{i\theta_\alpha} & c_{\theta} e^{i\theta_\beta}
\end{bmatrix} \begin{bmatrix}
Ae^{i\theta_\alpha} & Be^{i\theta_\beta} \\
Ce^{i\theta_\gamma} & De^{i\theta_\delta}
\end{bmatrix} \begin{bmatrix}
c_{\psi} e^{i\theta_\gamma} & s_{\psi} e^{i\theta_\delta} \\
-s_{\psi} e^{i\theta_\gamma} & c_{\psi} e^{i\theta_\delta}
\end{bmatrix} = \begin{bmatrix}
W e^{i\theta_\alpha} & X e^{i\theta_\beta} \\
0 & Z
\end{bmatrix},
$$

(4.41)

where

$$
\theta_\alpha = \theta_\beta = -\frac{(\theta_\alpha + \theta_\beta)}{2},
$$

$$
\theta_\gamma = -\theta_\delta = \frac{(\theta_\delta - \theta_\gamma)}{2},
$$

and

$$
\theta_\phi = 0, \theta_\psi = \tan^{-1}\left(\frac{C}{D}\right).
$$

Next, a $D$ and an $I$ transformation are combined with a two-sided rotation (2.6,2.9) to generate the $Q$ transformation for the second step. The $D$ transformation converts the main diagonal elements to real values and the $I$ transformation takes advantage of the fact that the lower-left $(2,1)$ element is zero, to convert the upper-right $(1,2)$ element to a real value. After the $D$ and $I$ transformations are applied, the $2 \times 2$ matrix is real. Equation (2.6) with (2.9) is then used to diagonalize the real matrix. Thus, the second $Q$ transformation can be written as

$$
\begin{bmatrix}
c_{\lambda} e^{i\theta_\xi} & -s_{\lambda} e^{i\theta_\eta} \\
s_{\lambda} e^{i\theta_\xi} & c_{\lambda} e^{i\theta_\eta}
\end{bmatrix} \begin{bmatrix}
W e^{i\theta_\omega} & X e^{i\theta_\xi} \\
0 & Z
\end{bmatrix} \begin{bmatrix}
c_{\rho} e^{i\theta_\xi} & s_{\rho} e^{i\theta_\xi} \\
-s_{\rho} e^{i\theta_\omega} & c_{\rho} e^{i\theta_\omega}
\end{bmatrix} = \begin{bmatrix}
P & 0 \\
0 & Q
\end{bmatrix}.
$$

(4.42)

Unlike the first $Q$ transformation\(^4\), there are two possible sets of values for the unitary transformation angles. This is due to the fact that the left and right unitary angles in a $D$ transformation are interchangeable. The choice is between

$$
\theta_\xi = -\left(\frac{\theta_\alpha + \theta_\omega}{2}\right), \quad \theta_\eta = \left(\frac{\theta_\alpha - \theta_\omega}{2}\right),
$$

(4.43)

\(^4\)The QRD can be accomplished with a $Q$ transformation which uses a $C$ sub-transformation along with a suitable choice of $\theta_\phi$ and $\theta_\psi$. It is immaterial how the first $Q$ transformation is structured as far as CORDIC implementation is concerned.
\[ \theta_{\zeta} = \left( \frac{\theta_x - \theta_w}{2} \right), \quad \theta_\omega = \left( \frac{\theta_w - \theta_x}{2} \right), \]

and

\[ \theta_{\varepsilon} = -\left( \frac{\theta_x}{2} \right), \quad \theta_\eta = \left( \frac{\theta_x}{2} \right), \quad \theta_\zeta = \left( \frac{\theta_x}{2} \right) - \theta_w, \quad \theta_\omega = -\left( \frac{\theta_x}{2} \right). \quad (4.44) \]

However, the rotation angles for the second Q transformation are given by

\[ \tan(\theta_\lambda - \theta_\rho) = -\left( \frac{X}{Z-W} \right), \]

and

\[ \tan(\theta_\lambda + \theta_\rho) = -\left( \frac{X}{Z+W} \right), \]

no matter which of (4.43) or (4.44) is chosen for the unitary angles.

The reasons for the choice of (4.43) over (4.44) relates to the implementation of the Q transformation using CORDIC (§ 5.2). However, it is easy to see that

\[ |\theta_{\zeta}| \leq \frac{\pi}{2}, \quad |\theta_\eta| \leq \frac{\pi}{2}, \quad (4.45) \]

\[ |\theta_\zeta| \leq \frac{\pi}{2}, \quad \text{and} \quad |\theta_\omega| \leq \frac{\pi}{2}, \]

if the arguments \( \theta_w \) and \( \theta_x \) are computed using (4.6) from the corresponding orthogonal representations; a fact of considerable importance as far as CORDIC implementation of the Q transformation is concerned, since the convergence limits of the CORDIC algorithms (in the circular mode) extend only to the right half-plane.

In the next chapter, the issue of implementing the Q transformation using CORDIC is examined. Some modifications to the basic CORDIC scheme are necessitated by the limitation in the convergence range. An architecture for the complex 2 \( \times \) 2 processor is also proposed.
Chapter 5

CORDIC for Complex SVD

In Chapter 4, a two-step diagonalization scheme for the SVD of an arbitrary matrix was presented. The scheme was tailored towards easy implementation using the CORDIC primitives of vector rotations and inverse tangent calculations, introduced in § 3.1. However, a few modifications to the basic CORDIC procedure are necessary to handle complex data.

5.1 Modified CORDIC for Complex Arithmetic

Use of CORDIC algorithms for complex arithmetic has been discussed by Hitotumatu [44]. He described CORDIC based procedures for the multiplication and division of two arbitrary complex numbers and a procedure to compute the square root of a complex number.

From (3.12), it can be seen that the convergence region of the CORDIC transformations in the circular mode, covers the closed right half plane. Therefore, it is convenient to restrict the argument of a complex number to the interval $[-\pi/2, +\pi/2]$, and allow negative moduli (4.6).

Restating (4.6), a complex number, $z = z_r + i z_i$ may be written as $z = R_z e^{i \theta_z}$, where

$$R_z = \text{sign}(z_r) \sqrt{z_r^2 + z_i^2}, \quad \text{and} \quad \theta_z = \tan^{-1}\left(\frac{z_i}{z_r}\right),$$

with $-\pi/2 \leq \theta_z \leq \pi/2$. 

50
Let \( a + ib \) and \( c + id \), be two arbitrary complex numbers and the product of \( a + ib \) and \( c + id \) be \( p + iq \). Formally,
\[
p + iq = (a + ib) \times (c + id) = (ac - bd) + i(ad + bc)
\] (5.1)

The CORDIC based algorithm for computing the product of two complex numbers, due to Hitotumatu [44], is shown in Table 5.1. The CORDIC multiplication scheme requires the use of traditional multiplication hardware or CORDIC in the linear mode \((m = 0)\). It is less efficient than the direct method that involves the formation of four products of real numbers (5.1), as it requires 3 product calculations and 2 CORDIC operations (including scale factor correction).

From the discussion on CORDIC in § 3.1, it is clear that CORDIC operations require \(O(n)\) additions, where \(n\) is the word-length or bit-precision of the hardware, as do multiplications. The area/time complexity of CORDIC operations and multiplications is thus, similar when multiplications are computed through a series of shift and add operations; although this may not always be the case.

Architectures based on CORDIC for operations on complex data have also been proposed in the literature. A CORDIC architecture for the application of the complex Givens rotation (4.8), is described in [12]. Figure 5.1 shows the generation of the angles for the complex Givens rotation using CORDIC arctan modules (\(y\)-reduction in the circular mode), and Figure 5.2 shows the application of complex Givens rotation using CORDIC vector rotation modules (\(x\)-reduction in the circular mode).

Another CORDIC architecture for complex arithmetic is due to van der Veen and Deprettere [79]. The architecture as shown in Figure 5.3 applies the 3-angle complex rotation described by (4.15). It is composed of three vector rotation modules. In both architectures, operations are performed on complex data with the number being represented by a real vector composed of the real and imaginary parts.
Transformation to Polar Coordinates.

Take initial values as
\[ x_0 = |c|, \]
\[ y_0 = \pm d \quad (+ \text{ if } c \geq 0, \text{ and } - \quad \text{if } c < 0), \]
\[ z_0 = 0. \]

Perform CORDIC Y – Reduction (circular mode). Then,
\[ x_n = K_1 \sqrt{c^2 + d^2}, \]
\[ y_n = 0, \]
\[ z_n = \theta_{cd} = \tan^{-1} \left( \frac{d}{c} \right) \text{ where } \left( -\frac{\pi}{2} \leq \theta_{cd} \leq \frac{\pi}{2} \right). \]

Replace
\[ x_n \text{ by } -x_n, \text{if } p < 0. \]

Do anticipatory scale factor correction
\[ R_p = K_1^{-2} x_n. \]

Rotation

Initialize
\[ x_0 = a \times R_p, \]
\[ y_0 = b \times R_p, \]
\[ z_0 = \theta_{cd}. \]

Perform CORDIC Z – Reduction (circular mode). Then,
\[
\begin{align*}
  x_n &= K_1 K_1^{-2} K_1 \sqrt{c^2 + d^2} (a \cos \theta_{cd} - b \sin \theta_{cd}) = ac - bd, \\
  y_n &= K_1 K_1^{-2} K_1 \sqrt{c^2 + d^2} (a \sin \theta_{cd} + b \sin \theta_{cd}) = ad + bc.
\end{align*}
\]

Table 5.1: Complex Multiplication with CORDIC
Figure 5.1: CORDIC Complex Givens Rotation Angle Calculation

The complex CORDIC architectures in [12] and [79] do not explicitly address the issue of scale factor correction. From earlier discussion in § 3.1, it is apparent that this can be crucial to the performance and accuracy of the architecture, especially if single scale factor correction is necessitated.

5.2 CORDIC for the Q Transformation

In § 4.5, the Q transformation (4.40) was presented. A two-step diagonalization scheme for the SVD of a complex $2 \times 2$ matrix was then derived, with each step as a Q transformation. The structuring of the Q transformation is designed for efficient implementation in CORDIC.
Figure 5.2: CORDIC Complex Givens Rotation Application
Figure 5.3: Deprettere and van der Veen Complex Rotation in CORDIC

The $Q$ transformation was motivated primarily by two considerations. Firstly, the multiplication of two arbitrary complex numbers, as demonstrated by Hitotumatu's algorithm (Table 5.1) is more efficiently done using traditional arithmetic units.

If the multiplication algorithm in Table 5.1 is examined, the need for multiplication hardware arises at two points, *viz.*, first at the scale factor correction step, and secondly, at the initialization of data for the rotation step. If the two steps could somehow be circumvented, through suitably structuring a transformation, then Hitotumatu's algorithm can be adapted to efficiently compute complex vector rotations.

The scale factor correction may be handled using any of the schemes discussed in § 3.1. And, the multiplication required at the initialization of data for the rotation
step, could be avoided if the modulus of one of the two complex numbers involved, is known to be unity. However, for numerical reasons the computation of the modulus is to be avoided altogether.

Secondly, the CORDIC primitives of use are vector rotations and inverse tangent calculations. From § 3.1, we know that vector rotations are not complete until the results are corrected for the scale factor introduced by the CORDIC iterations. In the discussion on scale factor considerations in § 3.1, it was mentioned that a two-sided scale factor correction [14] is preferable over a single scale factor correction, both for the systematic approach and the performance advantage of the scheme.

Therefore, any transformation used must be amenable to two-sided scale factor corrections; i.e. only an even number of rotational transformations should be used at each step. If at any step in the diagonalization procedure a one-sided rotation is employed, then a more costly single scale factor correction is necessitated.

The $Q$ transformation

\[
\begin{bmatrix}
  c_\phi e^{i\theta_a} & -s_\phi e^{i\theta_b} \\
  s_\phi e^{i\theta_a} & c_\phi e^{i\theta_b}
\end{bmatrix}
\begin{bmatrix}
  A_i e^{i\gamma_a} & B_i e^{i\gamma_b} \\
  C_i e^{i\gamma_c} & D_i e^{i\gamma_d}
\end{bmatrix}
\begin{bmatrix}
  c_\psi e^{i\theta_c} & s_\psi e^{i\theta_d} \\
  -s_\psi e^{i\theta_c} & c_\psi e^{i\theta_d}
\end{bmatrix},
\]

is recalled to present a scheme for the implementation using CORDIC. The $Q$ transformation may be rewritten as

\[
\begin{bmatrix}
  c_\phi & -s_\phi \\
  s_\phi & c_\phi
\end{bmatrix}
\begin{bmatrix}
  e^{i\theta_a} & 0 \\
  0 & e^{i\theta_b}
\end{bmatrix}
\begin{bmatrix}
  A_i e^{i\gamma_a} & B_i e^{i\gamma_b} \\
  C_i e^{i\gamma_c} & D_i e^{i\gamma_d}
\end{bmatrix}
\begin{bmatrix}
  e^{i\theta_c} & 0 \\
  0 & e^{i\theta_d}
\end{bmatrix}
\begin{bmatrix}
  c_\psi & s_\psi \\
  -s_\psi & c_\psi
\end{bmatrix},
\]

(5.3)
to hint at a procedure for the use of CORDIC in the application of the $Q$ transformation.

As indicated by (5.3), the $Q$ transformation can be performed in two steps. First, the inner two-sided unitary transformation is completed, followed by the two-sided rotational transformation. The inner unitary transformation, essentially affects only the arguments of the complex data elements. Precisely,

\[
\begin{bmatrix}
  e^{i\theta_a} & 0 \\
  0 & e^{i\theta_b}
\end{bmatrix}
\begin{bmatrix}
  A_i e^{i\gamma_a} & B_i e^{i\gamma_b} \\
  C_i e^{i\gamma_c} & D_i e^{i\gamma_d}
\end{bmatrix}
\begin{bmatrix}
  e^{i\gamma_c} & 0 \\
  0 & e^{i\gamma_d}
\end{bmatrix}
= \begin{bmatrix}
  A_i e^{i\gamma_a'} & B_i e^{i\gamma_b'} \\
  C_i e^{i\gamma_c'} & D_i e^{i\gamma_d'}
\end{bmatrix}
\]

(5.4)
where

\[ \theta_a' = \theta_a + \theta_\alpha + \theta_\gamma, \quad \theta_b' = \theta_b + \theta_\alpha + \theta_\delta, \]

and

\[ \theta_c' = \theta_c + \theta_\rho + \theta_\gamma, \quad \theta_d' = \theta_d + \theta_\rho + \theta_\delta. \]

We assume that the input matrix has the complex data elements represented in orthogonal coordinates. Since the inner transformation affects only the arguments of the complex data, it is convenient to compute the polar coordinate representations of the data elements. The unitary transformation angles can then be used to modify the arguments appropriately. A transformation back to the orthogonal coordinate system completes the unitary transformation.

Let

\[ m = m_r + im_i = Me^{\theta_m} \]

be representative of a data element in the 2 x 2 complex matrix and \( \theta_u \) be the shift in the argument necessitated by the unitary transformation\(^6\). The exact procedure in CORDIC to implement the inner unitary transformation, is given in Table 5.2.

Once the inner rotation of the \( Q \) transformation has been completed, the outer two-sided rotation needs to be computed. From the arithmetic of complex numbers, it is easy to observe that the two-sided rotation may be applied independently to the real and imaginary parts of the data elements. Thus, the outer transformation may be computed as

\[
\begin{bmatrix}
    c_\phi & -s_\phi \\
    s_\phi & c_\phi
\end{bmatrix}
\begin{bmatrix}
    a_r' + ia_i' \\
    c_r' + ic_i'
\end{bmatrix}
+ i
\begin{bmatrix}
    c_\phi & -s_\phi \\
    s_\phi & c_\phi
\end{bmatrix}
\begin{bmatrix}
    a_i' \\
    c_i'
\end{bmatrix}
\]

\(^{6}\)The quantities \( M \) and \( \theta_m \) are computed as per the modified polar coordinates (4.6)
Transformation to Polar Coordinates.

Take initial values as
\[
\begin{align*}
x_0 &= |m_r|, \\
y_0 &= \pm m_i \quad (+ \text{ if } m_r \geq 0, \text{ and } - \text{ if } m_r < 0), \\
z_0 &= 0.
\end{align*}
\]

Perform CORDIC \( Y \) - Reduction (circular mode). Then,
\[
\begin{align*}
x_n &= K_1 \sqrt{m_i^2 + m_l^2}, \\
y_n &= 0, \\
z_n &= \theta_m = \tan^{-1} \left( \frac{m_l}{m_r} \right) \quad \text{where} \quad \left( -\frac{\pi}{2} \leq \theta_m \leq \frac{\pi}{2} \right).
\end{align*}
\]

Replace
\[
x_n \text{ by } -x_n \text{ if } m_r < 0.
\]

Rotation

Update
\[
z_0 = z_n + \theta_u.
\]

Perform CORDIC \( Z \) - Reduction (circular mode). Then,
\[
\begin{align*}
x_n &= K_1^2 \sqrt{m_i^2 + m_l^2} \left[ \cos (\theta_m + \theta_u) - \sin (\theta_m + \theta_u) \right], \\
y_n &= K_1^2 \sqrt{m_i^2 + m_l^2} \left[ \sin (\theta_m + \theta_u) + \sin (\theta_m + \theta_u) \right].
\end{align*}
\]

Two - Sided Scale Factor Correction

Perform scale factor iterations
\[
\begin{align*}
x &\leftarrow x - x \ 2^{-j} \\
y &\leftarrow y - y \ 2^{-j}
\end{align*}
\quad \text{for } J = \{1, 3, 5, \ldots, (2\left\lfloor \frac{n}{2} \right\rfloor - 1)\}
\]

followed by a final right shift \((C = 2)\).

The final values are
\[
\begin{align*}
x_n &= \sqrt{m_i^2 + m_l^2} \left[ \cos (\theta_m + \theta_u) - \sin (\theta_m + \theta_u) \right] = \text{Re} \left\{ Me^{(\theta_m + \theta_u)} \right\}, \\
y_n &= \sqrt{m_i^2 + m_l^2} \left[ \sin (\theta_m + \theta_u) + \sin (\theta_m + \theta_u) \right] = \text{Im} \left\{ Me^{(\theta_m + \theta_u)} \right\}.
\end{align*}
\]

Table 5.2: CORDIC Application of the Unitary Transformation
where
\[
\begin{bmatrix}
  a'_r + i a'_i & b'_r + i b'_i \\
  c'_r + i c'_i & d'_r + i d'_i
\end{bmatrix}
\]
is the result of the inner two-sided unitary transformation. The application of the outer transformation, for the real or imaginary parts, involves two vector rotations. The vectors are given by the rows for the left rotation and by the columns for the right rotation. Scale factor correction is postponed until both the left and right rotations are applied to employ two-sided scale factor correction.

The update of the z register by \( \theta_u \) at the beginning of the rotation step in Table 5.2, is not a straight-forward addition. The problem arises because the update could possibly rotate the data element into a different quadrant of the complex plane. Figure 5.4 illustrates the problem for the case when the data element \( m \) lies in the first quadrant (right half-plane) and the update causes the argument to increase beyond \( \pi/2 \), rotating \( m \) into the second quadrant (left half-plane).

In the modified polar coordinate representation (4.6) of a complex number, the range of the argument is restricted to the principal values of \( \arctangent \). For purposes of mathematical correctness, information about the half-plane of the complex data element must be stored along with the value of the argument. This information may be encoded by an additional bit representing the half-plane of the argument.

A set of pre-processing rules can then be derived, to handle the addition of complex arguments, at the beginning of the rotation step in Table 5.2. The rules are tabulated in Table 5.3, where \( H \) is the bit-value representing the half-plane of the argument, \( R \) the sign of modulus, and \( \theta \) the value of the argument restricted to the closed right half-plane (Figure 5.5).
To handle subtraction of arguments, a unary negation is also defined in Table 5.3. The update affects not only the $\zeta$ variable, but also the $\zeta$ variable, because the modified polar coordinate representation (4.6) allows for negative moduli.

In addition to applying the $Q$ transformation, a scheme for generating the rotation and unitary angles is also required. From the discussion in §4.5, it can be seen that any unitary angle that may be required, can be obtained at the end of the transformation step in Table 5.2. Rotation angles, can be computed using the CORDIC in the inverse tangent (circular mode $y$-reduction).
### Unary Negation

<table>
<thead>
<tr>
<th>H/R</th>
<th>H^-/R^-</th>
<th>Arg</th>
<th>Arg^-</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>h</td>
<td>$\theta$</td>
<td>$-\theta$</td>
</tr>
</tbody>
</table>

### Addition

\[
\text{if } |\theta_1 + \theta_2| \leq \pi/2
\]

\[
\theta_{\text{sum}} = \theta_1 + \theta_2
\]

<table>
<thead>
<tr>
<th>H$_1$/R$_1$</th>
<th>H$_2$/R$_2$</th>
<th>H$<em>{\text{sum}}$/R$</em>{\text{sum}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>h</td>
<td>h</td>
</tr>
<tr>
<td>h</td>
<td>$\bar{h}$</td>
<td>1</td>
</tr>
</tbody>
</table>

\[
\text{else}
\]

\[
\theta_{\text{sum}} = -\text{sign}(\theta_1 + \theta_2) \left(\pi - |\theta_1 + \theta_2|\right)
\]

<table>
<thead>
<tr>
<th>H$_1$/R$_1$</th>
<th>H$_2$/R$_2$</th>
<th>H$<em>{\text{sum}}$/R$</em>{\text{sum}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>h</td>
<td>1</td>
</tr>
<tr>
<td>h</td>
<td>$\bar{h}$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.3: Pre-Processing Rules for Argument Addition

### 5.3 An Architecture for the Complex 2 × 2 Processor

In § 4.6 a two-step diagonalization scheme was presented. The scheme is composed of two $Q$ transformations. § 5.2 discussed the use of CORDIC in generating angles for and applying the $Q$ transformation. Based on these previous discussions an architecture for a complex $2 \times 2$ processor can be derived.
Figures 5.6 and 5.7 show the various stages of computation and the respective CORDIC modules involved in each of the two $\mathcal{Q}$ transformations of the two-step diagonalization scheme presented in §4.6. The CORDIC polar transformation module essentially performs the transformation step in Table 5.2 and the CORDIC complex rotation module performs the rotation step in Table 5.2. The CORDIC complex rotation module uses the pre-processing rules described in Table 5.3 to compute the argument and sign of the modulus for the result.

In the application of the $\mathcal{Q}$ transformation using CORDIC, a basic CORDIC processor like those presented in §3.2, is required for each complex data element. However, additional complexity in control is required to handle extra computations required for complex data manipulations (Tables 5.2 & 5.3). To achieve maximum parallelism in
Figure 5.6: Diagonalization Step - I in CORDIC
Figure 5.7: Diagonalization Step - II in CORDIC
the application of the Q transformation for the complex $2 \times 2$ problem, four CORDIC modules are needed.

The choice of floating-point (Figure 3.3) vs. fixed-point data path (Figure 3.5) CORDIC modules is not obvious. An argument for the floating-point data path CORDIC module may be made, considering that the negation of variables is necessitated in the application of the Q transformation using CORDIC (Tables 5.2 & 5.3).

The reason lies in the fact that, unary negation of floating-point data requires only the inversion of the sign bit, which can be done by the control unit implicitly; while a similar operation for fixed-point data requires the use of arithmetic hardware to compute the two's complement. However, floating-point operations have greater latency compared to fixed-point data manipulations.

Figures 5.6 and 5.7, indicate an adjacency in the pattern of communication of data and results of CORDIC iterations between the CORDIC modules. Therefore, it is more efficient to have register banks shared by neighboring CORDIC modules rather than a centralized register bank.

Furthermore, the results of some CORDIC operations, like the rotation angles are needed by all the CORDIC modules. A data bus linking the four register banks is also required. An architecture for the complex $2 \times 2$ processor is shown in Figure 5.8. Tables 5.4 and 5.5 detail the computation sequence and CORDIC module assignments to execute the two-step diagonalization scheme on the architecture in Figure 5.8.

### 5.4 Area/Time Analysis for the Complex $2 \times 2$ Processor

The CORDIC complex $2 \times 2$ processor as shown in Figure 5.8, is composed of four CORDIC modules and a central control unit. The CORDIC modules are similar to
Figure 5.8: Complex 2 × 2 Processor Architecture
Step I  (First Φ transformation)

Compute in Parallel

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Polar Transformation</td>
<td>a_r, a_i</td>
<td>A, θ_a</td>
</tr>
<tr>
<td>CM #1</td>
<td>Polar Transformation</td>
<td>b_r, b_i</td>
<td>B, θ_b</td>
</tr>
<tr>
<td>CM #2</td>
<td>Polar Transformation</td>
<td>a_r, a_i</td>
<td>C, θ_c</td>
</tr>
<tr>
<td>CM #3</td>
<td>Polar Transformation</td>
<td>b_r, b_i</td>
<td>D, θ_d</td>
</tr>
</tbody>
</table>

CM#2 & CM#3 exchange C, θ_c, and D, θ_d.

Compute in Parallel

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #2</td>
<td>Add, Subtract, Shift</td>
<td>θ_c, θ_d</td>
<td>( \frac{(2a_r - 2c_r, 2a_i - 2c_i)}{2} )</td>
</tr>
<tr>
<td>CM #3</td>
<td>Inverse Tangent</td>
<td>C, D</td>
<td>( \tan^{-1} \left( \frac{C}{D} \right) )</td>
</tr>
</tbody>
</table>

Broadcast results of CM #2 and CM #3 to other CORDIC modules

Compute in Parallel

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Complex Rotation, 2-sided SFC</td>
<td>a_r, a_i</td>
<td>a_r, a_i</td>
</tr>
<tr>
<td>CM #1</td>
<td>Complex Rotation, 2-sided SFC</td>
<td>b_r, b_i</td>
<td>b_r, b_i</td>
</tr>
<tr>
<td>CM #2</td>
<td>Complex Rotation, 2-sided SFC</td>
<td>c_r, c_i</td>
<td>c_r, c_i</td>
</tr>
<tr>
<td>CM #3</td>
<td>Complex Rotation, 2-sided SFC</td>
<td>d_r, d_i</td>
<td>d_r, d_i</td>
</tr>
</tbody>
</table>

Compute in Parallel

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Vector Rotation</td>
<td>a_r, b_r</td>
<td>a_r, b_r</td>
</tr>
<tr>
<td>CM #1</td>
<td>Vector Rotation</td>
<td>a_i, b_i</td>
<td>a_i, b_i</td>
</tr>
<tr>
<td>CM #2</td>
<td>Vector Rotation</td>
<td>c_r, d_r</td>
<td>c_r, d_r</td>
</tr>
<tr>
<td>CM #3</td>
<td>Vector Rotation</td>
<td>c_i, d_i</td>
<td>c_i, d_i</td>
</tr>
</tbody>
</table>

Compute in Parallel

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Vector Rotation, 2-sided SFC</td>
<td>a_r, c_i</td>
<td>w_r, y_r</td>
</tr>
<tr>
<td>CM #1</td>
<td>Vector Rotation, 2-sided SFC</td>
<td>a_i, b_i</td>
<td>w_i, y_i</td>
</tr>
<tr>
<td>CM #2</td>
<td>Vector Rotation, 2-sided SFC</td>
<td>c_r, d_r</td>
<td>x_r, y_r</td>
</tr>
<tr>
<td>CM #3</td>
<td>Vector Rotation, 2-sided SFC</td>
<td>c_i, d_i</td>
<td>x_i, z_i</td>
</tr>
</tbody>
</table>

Table 5.4: CORDIC SVD Processor Algorithm - Step I
Step II (Second \(Q\) transformation)

**Compute in Parallel**

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Polar Transformation</td>
<td>(w, w)</td>
<td>(W, \theta_w)</td>
</tr>
<tr>
<td>CM #1</td>
<td>Polar Transformation</td>
<td>(y, z)</td>
<td>(X, \theta_x)</td>
</tr>
<tr>
<td>CM #2</td>
<td>Polar Transformation</td>
<td>(y, y)</td>
<td>(Y, \theta_y)</td>
</tr>
<tr>
<td>CM #3</td>
<td>Polar Transformation</td>
<td>(x, z)</td>
<td>(Z, \theta_z)</td>
</tr>
</tbody>
</table>

**Compute in Parallel**

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Subtract, Shift</td>
<td>(\theta_w, \theta_x)</td>
<td>(\frac{2e-5m}{2}, \frac{2m-5e}{2})</td>
</tr>
<tr>
<td>CM #1</td>
<td>Add, Shift</td>
<td>(\theta_w, \theta_x)</td>
<td>(\frac{2e-5m}{2})</td>
</tr>
<tr>
<td>CM #2</td>
<td>Add, Subtract, Shift</td>
<td>(W, Z)</td>
<td>(Z + W, Z - W)</td>
</tr>
<tr>
<td>CM #3</td>
<td>Add, Subtract, Shift</td>
<td>(X, Y)</td>
<td>(Y + X, Y - X)</td>
</tr>
</tbody>
</table>

Broadcast results to CORDIC modules that require them

**Compute in Parallel**

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #2</td>
<td>Inverse Tangent</td>
<td>(W, Z)</td>
<td>(\tan^{-1}\left(\frac{W}{Z}\right))</td>
</tr>
<tr>
<td>CM #3</td>
<td>Inverse Tangent</td>
<td>(X, Y)</td>
<td>(\tan^{-1}\left(\frac{Y}{X}\right))</td>
</tr>
</tbody>
</table>

Broadcast results of CM #2 and CM #3 to other CORDIC modules

**Compute in Parallel**

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Complex Rotation, 2-sided SFC</td>
<td>(w, x)</td>
<td>(w, x)</td>
</tr>
<tr>
<td>CM #1</td>
<td>Complex Rotation, 2-sided SFC</td>
<td>(y, z)</td>
<td>(y, z)</td>
</tr>
<tr>
<td>CM #2</td>
<td>Complex Rotation, 2-sided SFC</td>
<td>(w, y)</td>
<td>(w, y)</td>
</tr>
<tr>
<td>CM #3</td>
<td>Complex Rotation, 2-sided SFC</td>
<td>(x, z)</td>
<td>(x, z)</td>
</tr>
</tbody>
</table>

**Compute in Parallel**

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Vector Rotation</td>
<td>(w, x)</td>
<td>(w, x)</td>
</tr>
<tr>
<td>CM #1</td>
<td>Vector Rotation</td>
<td>(w, y)</td>
<td>(w, y)</td>
</tr>
<tr>
<td>CM #2</td>
<td>Vector Rotation</td>
<td>(x, z)</td>
<td>(x, z)</td>
</tr>
<tr>
<td>CM #3</td>
<td>Vector Rotation</td>
<td>(y, z)</td>
<td>(y, z)</td>
</tr>
</tbody>
</table>

**Compute in Parallel**

<table>
<thead>
<tr>
<th>CORDIC Module</th>
<th>Computation</th>
<th>Inputs</th>
<th>Result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM #0</td>
<td>Vector Rotation, 2-sided SFC</td>
<td>(w, y)</td>
<td>(w, y)</td>
</tr>
<tr>
<td>CM #1</td>
<td>Vector Rotation, 2-sided SFC</td>
<td>(w, x)</td>
<td>(w, x)</td>
</tr>
<tr>
<td>CM #2</td>
<td>Vector Rotation, 2-sided SFC</td>
<td>(x, z)</td>
<td>(x, z)</td>
</tr>
<tr>
<td>CM #3</td>
<td>Vector Rotation, 2-sided SFC</td>
<td>(y, z)</td>
<td>(y, z)</td>
</tr>
</tbody>
</table>

Table 5.5: CORDIC SVD Processor Algorithm - Step II
those described in § 3.2 and § 3.3, with modifications in the control units to implement
the schemes in Tables 5.2 & 5.3 for complex arithmetic using CORDIC.

The total execution time for the two-step diagonalization method can be com-
puted from Tables 5.4 & 5.5. Let $T_{Q1}$ and $T_{Q2}$, be the time required to compute
the first and second $Q$ transformations in the computation of the SVD. The time
complexity analysis presented below is indicative of the maximum parallelism that
can be exploited in the CORDIC SVD algorithm using the architecture of Figure 5.8.

From Table 5.4 we have,

$$T_{Q1} = T_{PT} + T_{IT} + T_{CR} + 2T_{VR} + 2T_{TSFC},$$

where $T_{PT}$, $T_{IT}$, $T_{CR}$, $T_{VR}$ and $T_{TSFC}$, are the times to compute the polar transfor-
mation of a complex number represented in orthogonal coordinates using CORDIC,
the inverse tangent, the complex rotation, the vector rotation and the two-sided scale
factor correction, respectively.

All of the times, except for $T_{TSFC}$, mentioned above are about the same as the
time required to compute one CORDIC vector rotation. As in [11], we define this
time for a vector rotation using CORDIC to be $T_C$. $T_C$ is based on the time required
to compute an addition ($T_{ADD}$), the basic operation in CORDIC. $T_{ADD}$ depends on
whether floating-point or fixed-point data paths are used and the technology of the
implementation.

All further analysis assumes fixed-point data paths. For fixed-point data paths
$T_C = n T_{ADD}$ where $n$ is the word length and from [14], we know that $T_{TSFC} \approx 0.25T_C$.
Thus,

$$T_{Q1} \approx 5.5T_C.$$
A similar analysis for \( T_{Q2} \) from Table 5.5, yields

\[
T_{Q2} = T_{PT} + T_{IT} + T_{CR} + 2T_{VR} + 2T_{TSFC},
\]

\[\approx 5.5T_{C}.\]

The total time complexity of the two-step diagonalization method is therefore

\[
T_{CSVD} = T_{Q2} + T_{Q2},
\]

\[\approx 11T_{C}.\]

The area complexity of the architecture of Figure 5.8 can be expressed in terms of the area of a basic CORDIC processor, \( A_{C} \). Assuming that the area complexity of the central control unit and the register banks is negligible compared to that of a CORDIC module, \( A_{CSVD} \), the area complexity of the complex CORDIC SVD processor, can be derived as

\[ A_{CSVD} \approx 4A_{C}. \]

The above assumption is reasonable in that each CORDIC module requires a barrel shifter of \( O(n^2) \) area complexity with three adders, angle ROM, storage, control and moderately complex interconnection buses (Figure 3.3).

In the next chapter, the two-step diagonalization scheme proposed in § 4.6, is used along with the SVD-Jacobi method in deriving a systolic architecture for the SVD of a complex \( n \times n \) matrix. The systolic array is based on the Brent-Luk-VanLoan array for the SVD of a real matrix. Some performance advantage is gained from the identity of the steps in the diagonalization scheme.
Chapter 6

A Systolic Array for Complex SVD

The two-step diagonalization scheme for the SVD of an arbitrary complex $2 \times 2$ matrix (§ 4.6) may used as a basic step in the Jacobi-SVD method described in § 2.3 to compute the SVD of larger square matrices. The most effective systolic array known to implement the Jacobi-SVD method for real matrices is due to Brent, Luk and VanLoan. This chapter proposes an enhancement of the Brent-Luk-VanLoan systolic array for computing the SVD of arbitrary complex square matrices.

6.1 The Brent-Luk-VanLoan Systolic Array

On linear systolic arrays, the most efficient SVD algorithm is the Jacobi-like algorithm given by Brent and Luk [5]. The array implements a one-sided orthogonalization method due to Hestenes [43] and requires $O(mn \log n)$ time and $O(n)$ processors to compute the SVD of a real $m \times n$ matrix.

The Brent-Luk “parallel ordering” [5] described in § 2.3, was extended to a square systolic array architecture with $O(n^2)$ processors by Brent, Luk and VanLoan [6]. The array implements the SVD-Jacobi method discussed in § 2.3. It is capable of executing a sweep of the SVD-Jacobi method in $O(n)$ time and is conjectured to require $O(\log n)$ sweeps for convergence. The proof of convergence for the Jacobi-SVD procedure with “parallel ordering” is due to Park and Luk [60].

The Brent-Luk-VanLoan systolic array is primarily intended to compute the SVD
of a real $n \times n$ matrix, although the SVD of an $m \times n$ matrix can be computed in $m + O(n \log n)$ time. The array as described in [6] is similar to the array proposed in [5] for the eigenvalue decomposition of a symmetric matrix.

The Brent-Luk-VanLoan systolic array is an expandable, mesh-connected array of processors, where each processor contains a $2 \times 2$ sub-matrix of the input matrix $M \in \mathbb{R}^{n \times n}$. Assuming that $n$ is even, the Brent-Luk-VanLoan systolic array is a square array of $n/2 \times n/2$ processors. Before the computation begins, processor $P_{ij}$ contains

$$
\begin{bmatrix}
  m_{2i-1,2j-1} & m_{2i-1,2j} \\
  m_{2j,2j-1} & m_{2i,2j}
\end{bmatrix}
$$

where $(i, j = 1, \ldots, \frac{n}{2})$.

Each processor $P_{ij}$ is connected to its "diagonally" nearest neighbors $P_{i\pm 1,j\pm 1}, (1 < i, j < \frac{n}{2})$. The Brent-Luk-VanLoan systolic array, with 16 processors for $n = 8$, is shown in Figure 6.1. The interconnections between the processors facilitate data exchange to implement the "parallel ordering" of Brent-Luk. The processor communication links for data interchange are shown in Figure 6.2.

The Brent-Luk "parallel ordering" permits Jacobi rotations (2.2) to be applied, in parallel, in groups of $n/2$. The angles for the $n/2$ Jacobi rotations are generated by the $n/2$ processors on the main diagonal of the array. The diagonal processors $P_{ii} (i = 1, \ldots, \frac{n}{2})$ in the array have a more important role in the computation of the SVD when compared to the off-diagonal processors $P_{ij} (i \neq j, 1 \leq i, j \leq \frac{n}{2})$.

The application of a two-sided Jacobi rotation affects only the row and column of the diagonal processor generating the angles. In an idealized situation, the diagonal processors may broadcast the rotation angles, along the row and the column corresponding to their position in the array, in constant time. Each off-diagonal processor
Figure 6.1: The Brent-Luk-VanLoan Systolic Array
applies a two-sided rotation using the angles generated by the diagonal processors, in
the same row and column with respect to its location in the array.

In general, a processor $P_{ij}$ contains four real data elements

$$\begin{bmatrix}
\alpha_{ij} & \beta_{ij} \\
\gamma_{ij} & \delta_{ij}
\end{bmatrix}.$$  

At each time step, the diagonal processors $P_{ii}$ compute the rotation pairs $(c_i^l, s_i^l)$ and $(c_i^R, s_i^R)$ to annihilate their off-diagonal elements $\beta_{ii}$ and $\gamma_{ii}$. This is essentially the SVD of the real $2 \times 2$ matrix stored at the diagonal processors and can be done using the methods discussed in §2.4.

The annihilation of the off-diagonal elements at the diagonal processors may be expressed as

$$\begin{bmatrix}
c_i^l & -s_i^l \\
s_i^l & c_i^l
\end{bmatrix} \begin{bmatrix}
\alpha_{ii} & \beta_{ii} \\
\gamma_{ii} & \delta_{ii}
\end{bmatrix} \begin{bmatrix}
c_i^R & s_i^R \\
-s_i^R & c_i^R
\end{bmatrix} = \begin{bmatrix}
\alpha'_{ii} & 0 \\
0 & \delta_{ii}'
\end{bmatrix}. \quad (6.1)$$

The two-sided Jacobi rotations represented by (6.1), which annihilate $\beta_{ii}$ and $\gamma_{ii}$ for $(i = 1, \ldots, \frac{n}{2})$, are completed when the off-diagonal processors $P_{ij}$ $(i \neq j)$, each
perform the transformation

\[
\begin{bmatrix}
\alpha_{ij} & \beta_{ij} \\
\gamma_{ij} & \delta_{ij}
\end{bmatrix}
\Rightarrow
\begin{bmatrix}
\alpha'_{ij} & \beta'_{ij} \\
\gamma'_{ij} & \delta'_{ij}
\end{bmatrix},
\]

where

\[
\begin{bmatrix}
c^L_i & -s^L_i \\
s^L_i & c^L_i
\end{bmatrix}
\begin{bmatrix}
\alpha_{ij} & \beta_{ij} \\
\gamma_{ij} & \delta_{ij}
\end{bmatrix}
\begin{bmatrix}
c^R_j & s^R_j \\
-s^R_j & c^R_j
\end{bmatrix}
=\begin{bmatrix}
\alpha'_{ij} & \beta'_{ij} \\
\gamma'_{ij} & \delta'_{ij}
\end{bmatrix}.
\] (6.2)

It is clear from (6.1) and (6.2) that, for the completion of the \(n/2\) parallel two-sided Jacobi rotations in constant time, the rotation angles \(\theta^L_i\) and \(\theta^R_j\) generated by a diagonal processor \(P_{ii}\), must be broadcast along the \(i^{th}\) row and the \(i^{th}\) column respectively, in constant time. The broadcast would permit an off-diagonal processor \(P_{ij}\) to have access to the rotation angles \(\theta^L_i\) and \(\theta^R_j\) when required.

A step in the "parallel ordering" (2.5) is complete when columns and corresponding rows are interchanged between adjacent processors so that a new set of \(n\) off-diagonal elements is ready to be annihilated by the diagonal processors during the next computational step. The communication links at each processor (Figure 6.2) are interconnected as shown in Figure 6.1 to facilitate the data exchange as required by the "parallel ordering".

Formally, the interconnections may be specified as

\[
\text{out } \alpha_{i,j} \Leftrightarrow \begin{cases} 
\text{in } \alpha_{i,j} & \text{if } i = 1, j = 1 \\
\text{in } \beta_{i,j-1} & \text{if } i = 1, j > 1 \\
\text{in } \gamma_{i-1,j} & \text{if } i > 1, j = 1 \\
\text{in } \delta_{i-1,j-1} & \text{if } i > 1, j > 1
\end{cases},
\quad \text{out } \beta_{i,j} \Leftrightarrow \begin{cases} 
\text{in } \alpha_{i,j+1} & \text{if } i = 1, j < \frac{n}{2} \\
\text{in } \beta_{i,j} & \text{if } i = 1, j = \frac{n}{2} \\
\text{in } \gamma_{i-1,j+1} & \text{if } i > 1, j < \frac{n}{2} \\
\text{in } \delta_{i-1,j} & \text{if } i > 1, j = \frac{n}{2}
\end{cases}, \quad (6.3)
\]

and

\[
\text{out } \gamma_{i,j} \Leftrightarrow \begin{cases} 
\text{in } \alpha_{i+1,j} & \text{if } i < \frac{n}{2}, j = 1 \\
\text{in } \beta_{i-1,j+1} & \text{if } i < \frac{n}{2}, j > 1 \\
\text{in } \gamma_{i,j} & \text{if } i = \frac{n}{2}, j = 1 \\
\text{in } \delta_{i,j+1} & \text{if } i = \frac{n}{2}, j > 1
\end{cases},
\quad \text{out } \delta_{i,j} \Leftrightarrow \begin{cases} 
\text{in } \alpha_{i+1,j+1} & \text{if } i < \frac{n}{2}, j < \frac{n}{2} \\
\text{in } \beta_{i+1,j} & \text{if } i < \frac{n}{2}, j = \frac{n}{2} \\
\text{in } \gamma_{i,j+1} & \text{if } i = \frac{n}{2}, j < \frac{n}{2} \\
\text{in } \delta_{i,j} & \text{if } i = \frac{n}{2}, j = \frac{n}{2}
\end{cases}.
\]

Since a processor in the array stores a \(2 \times 2\) sub-matrix, each processor must perform some diagonal data interchange to ensure that the "parallel ordering" is properly
implemented. This interchange depends on the location index of the processor $P_{ij}$ in the array. The algorithm is shown in Table 6.1.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
$i = 1$ and $j = 1$ & \begin{align*}
\text{out } \alpha & \leftarrow \alpha; \\
\text{out } \beta & \leftarrow \beta; \\
\text{out } \gamma & \leftarrow \gamma; \\
\text{out } \delta & \leftarrow \delta
\end{align*} \\
\hline
else if $i = 1$ & \begin{align*}
\text{out } \alpha & \leftarrow \beta; \\
\text{out } \beta & \leftarrow \alpha; \\
\text{out } \gamma & \leftarrow \delta; \\
\text{out } \delta & \leftarrow \alpha
\end{align*} \\
\hline
else if $j = 1$ & \begin{align*}
\text{out } \alpha & \leftarrow \gamma; \\
\text{out } \beta & \leftarrow \delta; \\
\text{out } \gamma & \leftarrow \alpha; \\
\text{out } \delta & \leftarrow \beta
\end{align*} \\
\hline
else & \begin{align*}
\text{out } \alpha & \leftarrow \delta; \\
\text{out } \beta & \leftarrow \gamma; \\
\text{out } \gamma & \leftarrow \beta; \\
\text{out } \delta & \leftarrow \alpha
\end{align*} \\
\hline
\{wait for outputs to propagate to inputs of adjacent processors\} & \\
\hline
then & \begin{align*}
\text{in } \alpha & \leftarrow \alpha; \\
\text{in } \beta & \leftarrow \beta; \\
\text{in } \gamma & \leftarrow \gamma; \\
\text{in } \delta & \leftarrow \delta
\end{align*} \\
\hline
\end{tabular}
\caption{Algorithm Interchange}
\end{table}

It cannot realistically be expected that the rotation angles can be broadcast in constant time for any array size. However, by assuming that the rotation parameters can be transmitted between adjacent processors in constant time, Brent-Luk-VanLoan specify a scheme to stagger computations that precludes the need for broadcast of rotation parameters, but still completes a sweep of the "parallel ordering" in $O(n)$ time.

Let $\Delta_{ij} = |i - j|$ denote the distance of processor $P_{ij}$ from the diagonal. The operation of processor $P_{ij}$ is then delayed by $\Delta_{ij}$ time units relative to the operation
of the diagonal processors. This is to allow sufficient time for the rotation parameters to be propagated at unit speed along each row and column of the processor array.

Also, a processor cannot commence a rotation until data from earlier rotations are available on all its input lines. Processor \( P_{ij} \) needs data from its four neighbors \( P_{i \pm 1,j \pm 1} \) \((1 < i, j < \frac{N}{2})\). Dependencies for other processors can be seen from Figure 6.1. Since

\[
|\Delta_{ij} - \Delta_{i \pm 1,j \pm 1}| \leq 2,
\]

it is sufficient for processor \( P_{ij} \) to be idle for two time steps while waiting for processors \( P_{i \pm 1,j \pm 1} \) to complete their possibly delayed steps. Figure 6.3 illustrates the staggering of computations to avoid broadcast of rotation parameters. The communication links for the processors have to be augmented to handle the systolic flow of the rotation angles. The processors are modified, depending on their position relative to the diagonal, as shown in Figure 6.4.

The algorithm, due to Brent-Luk-VanLoan, for the computation at each processor of the array, assuming that computation begins at time step \( T = 0 \), is given in Table 6.2. Also, it is assumed that each time step has non-overlapping read and write phases. The result of a write step \( T \) is available at the read phase of step \( T + 1, T + 2, \) and \( T + 3 \) in a neighboring processor, but does not interfere with a read step at \( T \) in a neighboring processor.

Figure 6.5 shows the timing of the systolic data and rotation angle exchange on the Brent-Luk-VanLoan systolic array with staggered computations. The numbers on the communication links correspond to the first time steps at which data is available on various processor input lines.
Figure 6.3: Staggering of Computations in the BLV Array
if \((T \geq \Delta)\) and \((T - \Delta \equiv 0 \pmod{3})\) then\nbegin\nif \(T \neq \Delta\) then \[
\begin{bmatrix}
\alpha & \beta \\
\gamma & \delta
\end{bmatrix}
\leftarrow
\begin{bmatrix}
in \alpha & \text{in} \beta \\
in \gamma & \text{in} \delta
\end{bmatrix};
\]
if \(\Delta = 0\) then \{Diagonal Processor\}
Use (2.13) to determine \(\theta_L, \theta_R\) and \[
\begin{bmatrix}
\alpha & \beta \\
\gamma & \delta
\end{bmatrix}
\rightarrow
\begin{bmatrix}
\alpha' & 0 \\
0 & \delta'
\end{bmatrix}
\]
else \{Off - Diagonal Processor\}\nbegin\n\theta_L \leftarrow \text{in} \; h; \; \theta_R \leftarrow \text{in} \; v;\n\begin{bmatrix}
c_i^L & -s_i^L \\
s_i^L & c_i^L
\end{bmatrix}
\begin{bmatrix}
\alpha_{ij} & \beta_{ij} \\
\gamma_{ij} & \delta_{ij}
\end{bmatrix}
\begin{bmatrix}
c_j^R & s_j^R \\
-s_j^R & c_j^R
\end{bmatrix}
= \begin{bmatrix}
\alpha'_{ij} & \beta'_{ij} \\
\gamma'_{ij} & \delta'_{ij}
\end{bmatrix}
\end{bmatrix};\n\]
out \; h \leftarrow \theta_L; \; out \; v \leftarrow \theta_R;\nif \; i > j \; \text{then set out} \; \beta \; \text{as in Algorithm Interchange};\nif \; i < j \; \text{then set out} \; \gamma \; \text{as in Algorithm Interchange};\nend\nelse if \((T \geq \Delta)\) and \((T - \Delta \equiv 1 \pmod{3})\) then\nbegin\nif \((i = 1)\) or \((j = 1)\) then set out \(\alpha\) as in Algorithm Interchange;\nif \((i = \frac{n}{2})\) or \((j = \frac{n}{2})\) then set out \(\alpha\) as in Algorithm Interchange;\nend\nelse if \((T \geq \Delta)\) and \((T - \Delta \equiv 2 \pmod{3})\) then\nbegin\nif \((i > 1)\) or \((j > 1)\) then set out \(\alpha\) as in Algorithm Interchange;\nif \((i \leq j)\) then set out \(\beta\) as in Algorithm Interchange;\nif \((i \geq j)\) then set out \(\gamma\) as in Algorithm Interchange;\nif \((i < \frac{n}{2})\) or \((j < \frac{n}{2})\) then set out \(\delta\) as in Algorithm Interchange;\nend\nelse\nDo nothing this time step.
end

Table 6.2: BLV Array : Processor Algorithm
6.2 A Systolic Array for Complex SVD

Although the Brent-Luk-VanLoan systolic array can be adapted in a straightforward manner to compute the SVD of a square, arbitrary complex matrix and each processor, now diagonalizes a complex $2 \times 2$ matrix as opposed to a real $2 \times 2$ matrix, there are some fundamental differences.

With the use of the two-step diagonalization scheme proposed in this thesis in § 4.6, and the CORDIC implementation of the scheme as presented in § 5.2, it is clear that the number of rotational parameters that are generated at each step of the Jacobi-SVD method is significantly greater than the real SVD case.
Figure 6.5: Data Exchange Timing for the BLV Array
Figure 6.6: Staggering of Computations on the Complex SVD Array
The two-step diagonalization scheme was shown to be composed of two \( Q \) transformations. Each \( Q \) transformation requires the generation and application of six angles, four unitary angles and two rotational angles. Thus, the total count of the angles amounts to twelve in all; eight unitary and four rotational angles.

In a direct adaptation of the Brent-Luk-VanLoan systolic array for systolic computation of the SVD of a complex matrix, six angles must be propagated along both the rows and columns of processors on the main diagonal. These processors are responsible for the generation of the angles, in addition to applying them to diagonalize the \( 2 \times 2 \) matrices stored on them. Also, while the diagonal processors are computing the second \( Q \) transformation, the immediately off-diagonal processors are idle; even though the rotational parameters needed for the application of the first \( Q \) transformation are available at the diagonal processors.

The realization that a single step computation of the SVD (of complex \( 2 \times 2 \) matrices) using (4.21 or 4.25) would be infeasible for practical computation on special-purpose hardware motivated the repeated use of a powerful but implementable transformation (the \( Q \) transformation) and the two-step diagonalization scheme (§ 4.6). Also, the identity of the steps in the two-step diagonalization scheme was intended to prompt an overlapping of computation across the array.

The novel scheme proposed then, is to chase the first and second \( Q \) transformations down the diagonals, one behind the other as shown in Figure 6.6. Thus, while the processors on the main diagonal are still computing the parameters for the second \( Q \) transformation step, the immediately off-diagonal processors are applying the first \( Q \) transformation.

The pipelining of \( Q \) transformations as shown in Figure 6.6, imposes a problem in that now data can only be exchanged a computation step later than in the Brent-
Figure 6.7: Data Exchange Timing for the Complex SVD Array
Luk-VanLoan systolic array. The availability of data to implement the data exchange as per the “parallel ordering” of Brent-Luk, is shown in Figure 6.7.

The change in the timing of data exchange also affects the processor algorithm (Table 6.2). The algorithm that governs the behavior of a processor in the complex SVD array is shown in Table 6.3.

The added systolicity and pipelining due to the staggering of computations, improves performance and reduces the communication load per step for the propagation of rotational parameters through the array. The processor utilization increases to 50% from 33% for the Brent-Luk-VanLoan systolic array due to the fact that processors
if \((T \geq \Delta)\) and \((T - \Delta \equiv 0 \text{ (mod } 4)\) then
begin
if \(T \neq \Delta\) then
\[
\begin{bmatrix}
\alpha & \beta \\
\gamma & \delta
\end{bmatrix} \leftarrow \begin{bmatrix}
in \alpha & in \beta \\
in \gamma & in \delta
\end{bmatrix};
\]
if \(\Delta = 0\) then \{Diagonal Processor\}
Compute first \(Q\) transformation using (4.41)
Generate \(\theta_\alpha, \theta_\beta, \theta_\gamma, \theta_\delta, \theta_\phi\) and \(\theta_\psi\).
else \{Off - Diagonal Processor\}
begin
\(\theta_\alpha \leftarrow in u1h; \theta_\beta \leftarrow in u2h; \theta_\phi \leftarrow in rh;\)
\(\theta_\gamma \leftarrow in u1v; \theta_\delta \leftarrow in u2v; \theta_\psi \leftarrow in rv;\)
Apply \(Q\) transformation.
\(\text{out } u1h \leftarrow \theta_\alpha; \text{ out } u2h \leftarrow \theta_\beta; \text{ out } rh \leftarrow \theta_\phi;\)
\(\text{out } u1v \leftarrow \theta_\gamma; \text{ out } u2v \leftarrow \theta_\delta; \text{ out } rv \leftarrow \theta_\psi;\)
end;
end if \((T \geq \Delta)\) and \((T - \Delta \equiv 1 \text{ (mod } 4)\) then
begin
if \(\Delta = 0\) then \{Diagonal Processor\}
Compute second \(Q\) transformation using (4.42)
Generate \(\theta_\xi, \theta_\eta, \theta_\zeta, \theta_\omega, \theta_\lambda\) and \(\theta_\rho\).
else \{Off - Diagonal Processor\}
begin
\(\theta_\xi \leftarrow in u1h; \theta_\eta \leftarrow in u2h; \theta_\lambda \leftarrow in rh;\)
\(\theta_\zeta \leftarrow in u1v; \theta_\omega \leftarrow in u2v; \theta_\rho \leftarrow in rv;\)
Apply \(Q\) transformation.
\(\text{out } u1h \leftarrow \theta_\xi; \text{ out } u2h \leftarrow \theta_\eta; \text{ out } rh \leftarrow \theta_\lambda;\)
\(\text{out } u1v \leftarrow \theta_\zeta; \text{ out } u2v \leftarrow \theta_\omega; \text{ out } rv \leftarrow \theta_\rho;\)
end;
if \(i > j\) then set out \(\beta\) as in Algorithm Interchange;
if \(i < j\) then set out \(\gamma\) as in Algorithm Interchange;
end
else if \((T \geq \Delta)\) and \((T - \Delta \equiv 2 \text{ (mod } 4)\) then
begin
if \((i = 1)\) or \((j = 1)\) then set out \(\alpha\) as in Algorithm Interchange;
if \((i = \frac{3}{2})\) or \((j = \frac{3}{2})\) then set out \(\alpha\) as in Algorithm Interchange;
end
else if \((T \geq \Delta)\) and \((T - \Delta \equiv 3 \text{ (mod } 4)\) then
begin
if \((i > 1)\) or \((j > 1)\) then set out \(\alpha\) as in Algorithm Interchange;
if \((i \leq j)\) then set out \(\beta\) as in Algorithm Interchange;
if \((i \geq j)\) then set out \(\gamma\) as in Algorithm Interchange;
if \((i < \frac{3}{2})\) or \((j < \frac{3}{2})\) then set out \(\delta\) as in Algorithm Interchange;
end
else
Do nothing this time step.
end

Table 6.3: Complex SVD : Processor Algorithm
along any diagonal are now active twice very four computation steps as opposed to once every three computation steps in the Brent-Luk-VanLoan systolic array.

The communication links for the processors in the complex SVD array need additional links to handle the increase in the number of rotational parameters exchanged. The processors for the Brent-Luk-VanLoan systolic array (Figure 6.4) are modified for the complex SVD array as shown in Figure 6.8.

6.3 \( Q \) Transformations for the EVD of Hermitian Matrices

Cavallaro and Elster [12] discuss the extension of the Brent-Luk-VanLoan systolic array [5] for the eigenvalue decomposition (EVD) of a Hermitian matrix. The basic step in the algorithm for computation of the eigenvalues involves the symmetric diagonalization of a complex \( 2 \times 2 \) matrix. Precisely,

\[
\begin{bmatrix}
e^{i\theta_a} & 0 \\
0 & e^{-i\theta_a}
\end{bmatrix}
\begin{bmatrix}
A & Be^{i\theta_b} \\
Be^{i\theta_b} & D
\end{bmatrix}
\begin{bmatrix}
e^{-i\theta_a} & 0 \\
0 & e^{i\theta_a}
\end{bmatrix}
= \begin{bmatrix}
A & B \\
B & D
\end{bmatrix},
\quad (6.4)
\]

where

\[
\alpha = -\frac{\theta_b}{2},
\]

followed by a real \( 2 \times 2 \) SVD (2.13) to complete the diagonalization of the \( 2 \times 2 \) Hermitian matrix.

The eigenvalue decomposition of a \( 2 \times 2 \) Hermitian matrix can be computed through the use of a \( Q \) transformation (4.40), where

\[
\alpha = \frac{\theta_b}{2}, \quad \beta = \frac{-\theta_b}{2}, \quad \gamma = \frac{-\theta_b}{2} \quad \text{and} \quad \delta = \frac{\theta_b}{2},
\]

\[
\tan(\theta_\phi - \theta_\psi) = -\left(\frac{B}{D - A}\right),
\]

and

\[
\tan(\theta_\phi + \theta_\psi) = -\left(\frac{B}{D + A}\right),
\]
since (6.4) can be expressed as a combination of an $R$ and a $C$ transformation.

The scheme for the computation of the EVD on the architecture of Figure 5.8 is similar to the computation of the $Q$ transformation for Step - II of the SVD scheme (Table 5.5). A data exchange timing similar to Figure 6.5 is then required.

6.4 Performance of the Systolic SVD Arrays

In comparing the relative performance of the Brent-Luk-VanLoan systolic array and the complex SVD array, the convergence of the SVD-Jacobi method and the time to compute a sweep of the "parallel ordering" are the determining factors. For reasons that will be made clear in the next chapter, it may be assumed that the convergence behavior of the SVD-Jacobi method on the Brent-Luk-VanLoan systolic array with real data elements and the complex SVD array with complex data elements is similar.

A measure of the computational speed of the two arrays is the time required for processors on the main diagonal to start processing new data after completing a diagonalization. These times for the different SVD arrays are tabulated in Table 6.4, where $\Delta_{\text{steps}}$ refers to the number of computation steps before the main diagonal starts processing data again.

<table>
<thead>
<tr>
<th>Array</th>
<th>$\Delta_{\text{steps}}$</th>
<th># CORDIC Cycles ($T_C$)</th>
<th>Rel. Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real SVD</td>
<td>3</td>
<td>9.75 $T_C$</td>
<td>1.0 $T_{RSVD}$</td>
</tr>
<tr>
<td>Complex SVD (Direct)</td>
<td>3</td>
<td>33.0 $T_C$</td>
<td>3.38 $T_{RSVD}$</td>
</tr>
<tr>
<td>Complex SVD (Staggered)</td>
<td>4</td>
<td>22.0 $T_C$</td>
<td>2.26 $T_{RSVD}$</td>
</tr>
<tr>
<td>Herm. EVD (Direct)</td>
<td>3</td>
<td>16.5 $T_C$</td>
<td>1.69 $T_{RSVD}$</td>
</tr>
</tbody>
</table>

Table 6.4: Relative Performance of Matrix Decomposition Arrays

The data in Table 6.4 needs explanation. Systolic arrays are characterized by synchronized multiprocessing. All processors active during a computation step must
synchronize at completion before initiating the next step. This implies that processors that finish early idle until the slowest active processor finishes computation. Balanced computation and I/O is thus important.

<table>
<thead>
<tr>
<th>Δ</th>
<th>Real SVD</th>
<th>Com. SVD (D)</th>
<th>Com. SVD (S)</th>
<th>Herm. EVD (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.25 TC</td>
<td>11.0 TC</td>
<td>5.5 TC</td>
<td>5.5 TC</td>
</tr>
<tr>
<td>2</td>
<td>3.25 TC</td>
<td>11.0 TC</td>
<td>5.5 TC</td>
<td>5.5 TC</td>
</tr>
<tr>
<td>3</td>
<td>3.25 TC</td>
<td>11.0 TC</td>
<td>5.5 TC</td>
<td>5.5 TC</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>5.5 TC</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6.5: Step-wise Execution Times of the Matrix Decomposition Arrays

The fastest computation of the SVD for a real $2 \times 2$ matrix using CORDIC was shown to require $3.25 T_C$ (Table 3.3). From the discussion of the area/time complexity of the complex CORDIC SVD processor in § 5.4, we know that a $Q$ transformation requires $5.5 T_C$. Again, both the times mentioned above include the time to generate the respective rotation parameters involved.

In all of the systolic arrays listed in Table 6.4, generation of the rotational parameters is done only along the main diagonal. For the direct scheme, the processors along any diagonal are active once every three computation steps while in the staggered schemes the same processors are active twice every four steps. Table 6.5 shows the stepwise split-up of the times shown in Table 6.4.

The last column of Table 6.4 shows the time to complete a sweep of the “parallel ordering” relative to the real SVD array. The staggering of computations in the complex SVD array allows

$$\frac{33.0}{22.0} = 1.5,$$

i.e., a 50% speedup over the direct scheme. Also, despite the involved nature of computations needed by the complex SVD scheme, with the staggering of computations, it requires less than three times the computation time for the real SVD array.
6.5 Wavefront vs. Systolic Computation

A drawback of systolic arrays is that data movement is governed by global timing. Synchronization is achieved by inserting extra delays to ensure correct timing. This problem is compounded in the case of large arrays, where the burden of synchronizing the whole array becomes infeasible.

A solution is to exploit the locality of control-flow in addition to the data-flow locality inherent in most systolic algorithms. In doing so, array processing becomes self-timed and data-driven. The central idea is to trade correct timing for correct sequencing. Systolic array processors which exhibit the data-driven property are termed wavefront array processors. The principal advantage of wavefront arrays over systolic arrays is speed.

In the context of the SVD arrays, wavefront type processing can improve speed up by allowing further overlap of the computation steps. Since the rotation parameters are obtained at the main diagonal processors before they are applied to the data, they may be transmitted to the immediately off-diagonal processors as soon as they become available.

The time to apply a real two-sided rotation is $2.25 \, T_C$ while the time to generate and/or apply the inner unitary transformation of the $Q$ transformation is $2.25 \, T_C$ with additional time to perform some pre-processing (Table 5.3). The latter result is due to the fact that the arguments of the complex data elements are obtained as a by-product of the polar transformation sub-step (Table 5.2) in the application of the unitary transformation. It is therefore possible to reduce the off-diagonal processing times by up to 1.0 $T_C$.

Also, by overlapping the application of the $Q$ transformation across diagonal processors, the additional pipelining effect will improve processor utilization and reduce
idle time. Thus, there is definitely some performance advantage to be gained by transmitting the rotation parameters sooner than in the systolic scheme and adopting a wavefront type of scheduling. However, extra synchronization is necessary to ensure proper sequencing of computations.

In estimating the relative speed of the real and complex SVD arrays, it was assumed that the rate of convergence for the SVD-Jacobi scheme does not depend on the nature of the matrix data (real or complex). The next chapter discusses the computer simulation of the systolic algorithms. The simulation is then used to study the convergence behavior of the SVD-Jacobi method and to verify the correctness of the systolic algorithms.
Chapter 7

Simulation of the Complex SVD Array

In the previous chapters, a systolic scheme for the SVD of an arbitrary complex matrix was developed. The iterative nature requires simulation of the algorithm on a computer so that the convergence behavior may be studied for various matrix/array sizes. Since a parallel algorithm is to be simulated, a computer with suitable multiprocessing capability should prove to be advantageous.

7.1 The Connection Machine

The distinguishing features of systolic arrays map well onto the SIMD [31] paradigm of computation. Although there are significant differences between systolic arrays and SIMD computers [25] the architectural similarities provide excellent hardware support for the simulation of systolic arrays. The Connection Machine, a SIMD computer which supports the data parallel model of computation with good interprocessor communication capability, was chosen for the simulation of these arrays.

The Connection Machine employs the data parallel model (SIMD) of computation. Each instruction is executed by all processors in parallel. However, each processor may be selectively activated or deactivated. Variations in computations across the processor elements (PEs) is accommodated by selective activation of processors. Memory on the Connection Machine is distributed with each processor possessing local memory. The Connection Machine communication primitives allow transfer of
data from one processor's memory to another. Parallel transfer of data in regular patterns is a very useful feature of the Connection Machine hardware.

The programming environment of the Connection Machine supports parallel versions of several common high level languages. The operations on the Connection Machine hardware are specified using Paris (PARallel Instruction Set). The Connection Machine hardware essentially operates as a co-processor to a host or front-end computer. Currently VAX and Sun architectures can serve as front-ends to the Connection Machine. For Lisp programming, a Symbolics Lisp machine can serve as a front-end [76].

Most of the simulation was written in C/Paris [75], a front-end C compiler with a Paris interface to control the Connection Machine hardware. The use of C/Paris for most of the simulation improved code efficiency and performance due to the low level control of the Connection Machine hardware possible through Paris. The control code is written in C* (version 6.0) [77], a parallel C language compiler. The syntax of C* is quite powerful while preserving ease of notation.

In [19], a simulation of the Brent-Luk-VanLoan real SVD array using the RPPT (Rice Parallel Processing Testbed) is described. Each PE in the array was modeled both as a simple instruction set processor and as an MC68020 processor. Processor arrays up to matrix dimensions of $30 \times 30$ were simulated using 4-way and 8-way meshes.

### 7.2 Simulation Model

The logical unit of simulation is the PE. Each PE is represented in hardware by a processor on the Connection Machine (Figure 7.1). All PEs in a systolic array are identical. They perform similar computations with minor variations depending on
the location in the index set of processors. In the simulation of the complex SVD array, each processor is modeled as a set of registers. The simulation code allows the specification of the array configuration and register allocation per PE.

![Connection Machine Model 2](image)

**Figure 7.1: Mapping of the Systolic Array onto the CM2**

Registers may store fixed or floating point data of user defined bit precision. This is possible due to the special bit-addressable memory and bit-serial math capability of the Connection Machine processor. Interaction of processors is through the exchange of data stored in these registers. As most systolic designs tend to have local interconnections, near-neighbor communication is predominant in systolic arrays. Random communication patterns are rare. However, both forms of communication are supported in the simulation model.
The state of a processor at any time during computation is characterized by the data in its registers. A *snapshot* is the cumulative state of all the processors in the array at any time during simulation. *Snapshots* capture significant details of array activity and are extremely useful in the verification of the design and the correctness of the algorithms.

<table>
<thead>
<tr>
<th>Array @ t = 00</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000 + 2.000 i</td>
</tr>
<tr>
<td>2.000 + 4.000 i</td>
</tr>
<tr>
<td>8.000 + 7.000 i</td>
</tr>
<tr>
<td>4.000 + 2.000 i</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Array @ t = 1 sweep</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.726 + 0.000 i</td>
</tr>
<tr>
<td>-0.000 - 0.000 i</td>
</tr>
<tr>
<td>-1.553 + 1.288 i</td>
</tr>
<tr>
<td>0.925 - 0.368 i</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Array @ t = 2 sweeps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.302 - 0.000 i</td>
</tr>
<tr>
<td>-0.000 + 0.000 i</td>
</tr>
<tr>
<td>0.027 + 0.000 i</td>
</tr>
<tr>
<td>-0.376 - 0.000 i</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Array @ t = 3 sweeps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.307 + 0.000 i</td>
</tr>
<tr>
<td>0.000 + 0.000 i</td>
</tr>
<tr>
<td>0.000 + 0.000 i</td>
</tr>
<tr>
<td>-0.027 + 0.000 i</td>
</tr>
</tbody>
</table>

Table 7.1: Time-Stamped Snapshots of a 2 × 2 Processor Array

Table 7.1 shows the state of a complex SVD 2×2 processor array at the completion of each of three sweeps required during computation of the SVD. The contents of the
array show the diagonal elements in the processors along the main diagonal converging to the singular values while the data elements in the off-diagonal processors converge to zero. The numbers beside the title in each snapshot indicates the time-stamp.

### 7.3 Simulation Experiments and Results

The principal aims for simulating the complex SVD array are verification of the data interchange timing and observance of the convergence behavior in terms of the number of sweeps required for a given matrix (array) size. A similar study was also performed by Brent, Luk and VanLoan [6] to observe the convergence rate for the real SVD using “parallel ordering” and the two-sided rotation scheme for diagonalizing a real $2 \times 2$ matrix (2.6).

In their study, Brent, Luk and VanLoan used random $n \times n$ matrices $M$, whose elements were uniformly and independently distributed in $[-1, 1]$. The stopping criterion used was that $\alpha f(M)$ as computed in (2.3) was reduced to $10^{-12}$ times its original value. A similar experiment was performed for the two-step diagonalization scheme (§ 4.6) with the systolic scheme described in § 6.2.

Table 7.2 shows the average and maximum number of sweeps required for the convergence of the two-step diagonalization scheme. A comparison of the number of sweeps required for convergence of the real SVD scheme with similar matrix (array) sizes is shown in Figure 7.2. The singular values obtained from the simulation runs for a few sample cases per matrix size, were validated using LINPACK routines.

The convergence behavior of the SVD-Jacobi method with “parallel ordering” for real data matrices is given in [6]. Figure 7.2 includes a plot of logarithms to the base 2, to validate the conjecture that $O(\log n)$ sweeps are required for convergence.
<table>
<thead>
<tr>
<th>n</th>
<th>Trials</th>
<th>Avg. # Sweeps</th>
<th>Max. # Sweeps</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>100</td>
<td>4.650833</td>
<td>5.250000</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>5.484500</td>
<td>5.950000</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>6.118214</td>
<td>7.035714</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>6.381667</td>
<td>7.361111</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>6.681818</td>
<td>7.454545</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>6.904231</td>
<td>7.826923</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>7.065500</td>
<td>8.033334</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
<td>7.078970</td>
<td>7.897059</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>7.218553</td>
<td>8.263158</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>8.115385</td>
<td>8.459784</td>
</tr>
<tr>
<td>60</td>
<td>10</td>
<td>8.411017</td>
<td>8.786517</td>
</tr>
<tr>
<td>80</td>
<td>10</td>
<td>9.006330</td>
<td>9.173082</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>9.128788</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7.2: Complex CORDIC SVD Convergence Behavior

The number of sweeps required for the convergence of the complex SVD scheme is greater than that for the real SVD, but the convergence behavior is identical. Also, since the time required to complete a sweep in the complex SVD array is 2.26 times greater than the real SVD array (Table 6.4), the overall time for computation is less than three times that for the real SVD array.

7.4 Terminating Computations on the Complex SVD Array

In the previous chapter, the issue of terminating computations on the complex SVD array was not addressed. However, from the simulation results it is clear that for most matrix dimensions in practice, we may assume a constant number of sweeps to guarantee convergence. In doing so, the need for global communication of results is not required to ensure the satisfaction of suitable threshold criteria.

The simplest scheme for termination then, is to perform a pre-determined number of sweeps $S$ (from Figure 7.2, $S = 10$ seems reasonable). This implies that processor
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$P_{ij}$ ceases computation at time step $T_{ij}$ where

$$T_{ij} = \Delta_{\text{steps}} S(n - 1) + \Delta_{ij} + \Delta_{\text{steps}},$$

since a sweep takes $\Delta_{\text{steps}} (n - 1)$ time steps. The value of $\Delta_{\text{steps}}$ is either 3 or 4 depending on the staggering of computations (Table 6.4) and $\Delta_{ij} = |i - j|$ represents the distance of the processor from the main diagonal.

A more sophisticated criterion for termination is suggested in [6] for the real SVD array. Termination is made contingent on the performance of no non-trivial rotations during the previous sweep. A similar criterion can be extended to the complex SVD
array where non-trivial $Q$ transformations are detected. However, the scheme requires communication along the diagonal, that can be done in $n/2$ time steps.

This completes the discussion on the various aspects of the complex SVD array. In the next chapter, a summary of the thesis is presented along with directions for future work.
Chapter 8

Conclusions

The principal contribution of this thesis is the development of a systolic algorithm and, a hardware and performance efficient architecture implementable in VLSI, for computing the Singular Value Decomposition of an arbitrary complex matrix. In concluding the thesis, the discussion in the previous chapters is recapitulated in brief.

8.1 Summary

The Singular Value Decomposition is an important matrix factorization used extensively in engineering applications. It is particularly useful in the context of signal processing, image processing and robotics applications. Real-time data processing necessitates the use of special-purpose hardware to sustain the computational speed required.

Systolic array architectures with inherent parallelism and synchronized multiprocessor capabilities are well suited to meet the challenge of real-time data processing. A variety of systolic arrays have been proposed in the literature for computing the SVD of a matrix. Most of the systolic algorithms proposed in this context concern matrices with real data elements. However, complex matrices do occur in engineering practice; especially adaptive beam-forming algorithms in signal processing applications are known to require the SVD factorization.

The Jacobi-type methods, which form the basis for most of the systolic algorithms
are especially amenable to parallel processing. Several methods have been suggested in the literature to compute the SVD of an arbitrary complex matrix using Jacobi-type methods. The methods are either limited in their applicability or implementation in special-purpose hardware, or do not efficiently adapt to systolic processing.

In this thesis, a novel hardware oriented two-step diagonalization scheme for the SVD of a complex $2 \times 2$ matrix, the basic step in a Jacobi-type procedure for the computation of the SVD, was presented. Each step in the scheme was a two-sided unitary transformation ($Q$ transformation), designed to be efficiently implementable in hardware using CORDIC. A review of the CORDIC algorithms was also presented to illustrate the applicability, efficiency of hardware and the performance advantage possible.

An expandable array of $2 \times 2$ processors due to Brent, Luk and VanLoan is the best known systolic array for the SVD of real matrices. The array uses a Jacobi-type method with a “parallel ordering” and requires $O(n^2)$ processors to compute the SVD of an $n \times n$ matrix. A systolic array similar in structure to the Brent-Luk-VanLoan systolic array, with an enhanced scheduling and data exchange algorithm designed to efficiently implement the two-step diagonalization scheme was proposed for the solution of the complex SVD problem. Also, the $Q$ transformation was shown to be applicable to the symmetric eigenvalue decomposition of a Hermitian matrix using an array similar to the complex SVD array.

The behavior of a processor in the complex SVD array, illustrating the systolic computation, was detailed. An architecture for the complex $2 \times 2$ processor, exploiting the parallelism in the CORDIC implementation of the two-step diagonalization scheme, was presented. A hardware scheduling algorithm for the architecture, demonstrating this parallelism was also described.
The systolic algorithm was simulated on the Connection Machine to verify correctness and observe the convergence behavior of the algorithm. The complex SVD algorithm required more sweeps than the real SVD scheme but the convergence behavior was identical in that $O(\log n)$ sweeps are required for convergence given an $n \times n$ input matrix. Termination criteria and schemes based on the simulation results were also suggested.

In spite of the involved nature of computations in diagonalizing a complex $2 \times 2$ matrix, the time for completing a sweep in the complex CORDIC SVD array is less than three times that for a CORDIC based implementation of the real SVD array.

### 8.2 Future Work

There are several issues regarding the complex SVD array which were not addressed in this thesis. The accumulation of the right and left singular vectors can be easily accommodated during the idle time of the processors. The handling of undersized and oversized matrix dimensions was not discussed in the thesis. However, several schemes for the real case as presented in [6] can be extended to the complex SVD array.

VLSI implementation of the architecture proposed for the complex $2 \times 2$ processor and integration of both the real and complex SVD schemes on the same processor without additional hardware are achievable goals. Also, of particular interest are fault-tolerance issues and reconfiguration algorithms for load sharing and rerouting of data around faulty processors.
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