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ABSTRACT

CHARGE DIVISION IN A CYLINDRICAL DRIFT CHAMBER FOR E1097

by

THOMAS L. GAUSSIRAN II

A review of the key concepts in the operation of a drift chamber are given. The equations governing charge division are developed. In order to optimize the chamber geometry, calculations were performed so that a suitable geometry for the chamber could be chosen. Electronics to determine position information along the wire (charge division) from the pulses at the two ends of the wire were designed and constructed. A test chamber was constructed and used to demonstrate the validity of the calculations as well as the ability of the electronics to make the position measurement. Results from tests using cosmic rays demonstrate position resolution to have a $\sigma$ of less than 4 mm.
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CHAPTER I: INTRODUCTION

1.1. Overview of E1097

Los Alamos E1097 [1][2] is an experiment to look at the reaction $pn \rightarrow pp\pi^*$. The reaction $NN \rightarrow NN\pi$ is one of the simplest inelastic processes to study. From studying this reaction we can gain an understanding of $NN$ and $N\pi$ interactions, as well as understanding pion production. There are 3 channels available for this process. They can be expressed in terms of the total isospin of the nucleons for the initial (I) and final states (I'). The main channel in this reaction is $(I,I') = (1,0)$ which can proceed through the production of an intermediate $\Delta^{++}$. The reaction $pn \rightarrow pp\pi^-$ may proceed only through the $(1,1)$ and $(0,1)$ channels. This means that we will be able to study the non-resonant contributions to this process. The experiment is aided by the fact that all the final state particles are charged, allowing effective tracking.

Experiment 1097 will measure the differential cross section and the spin observables $A_{N0}$, $A_{L0}$, $A_{S0}$, $A_{QL}$, $A_{SL}$, $A_{NL}$, and $A_{LL}$ for the reaction $pn \rightarrow pp\pi^-$ for neutron beam energies 500-800 MeV. The first subscript for the spin observables refers to the polarization of the beam and covers the full range $S$, $N$, $L$, and $0$ where $0$ is unpolarized. The directions $S$, $N$, $L$ form a right-handed coordinate system with $N$ perpendicular to the scattering plane and $L$ along the beam direction. The second subscript refers to the polarization of the target. The cross section with polarized beam and an $L$-type target can be expressed in terms of the unpolarized cross section $\sigma_0$, the beam polarization $(p_S,p_N,p_L)$, the target polarization $(0,0,p_T)$.
\[ \sigma = \sigma_0 [1 + A_{S0} PS + A_{N0} PN + A_{L0} PL + A_{SL} PS PT + A_{NL} PN PT + A_{LL} PL PT] \quad \text{Eq 1.1} \]

The floor plan of the experiment is shown in Fig 1.1. The neutron beam enters from the lower left side of the figure. The drift chamber is surrounded by scintillator bars which will be used as a first level trigger as well as for timing. The target is at the center of the chamber. The experiment is to be run in three phases. Phase 0 and 1 will use unpolarized targets and in Phase 2 a polarized target will be used.

Fig. 1.1 E1097 Experimental Detector
1.2. Requirements on Chamber

The heart of the experiment is a cylindrical drift chamber with an anticipated resolution of better than a mm in the drift direction ($r\phi$). The position along the wire ($z$) is measured using charge division and we have a goal of a resolution of a few mm. The latter measurement is the main subject of this dissertation. Note that the chamber is oriented with its axis vertical and the beams enters horizontally. The chamber has a large acceptance: $\pm 60^\circ$ vertical angular acceptance and $\pm 120^\circ$ horizontal acceptance. This gives the chamber full acceptance for the protons and will accept 75% of the pions produced.

1.3. Overview of the paper

This thesis reports on several tasks undertaken in preparation for the experiment.

1. In order to optimize the chamber geometry, calculations were performed so that a suitable geometry for the chamber could be chosen.

2. Electronics to determine position information along the wire from the pulses at the two ends of the wire were designed and constructed.

3. A test chamber was constructed and used to demonstrate the validity of the calculations as well as the ability of the electronics to make the position measurement.

4. Results from tests using cosmic rays will be presented.
Chapter 2: Key Concepts

2.1. Review of Wire Chambers

In this section we will review the main concepts in the use of a multi-wire drift chamber utilizing charge division. In a wire chamber a charged particle passes through the gas of the chamber and ionizes gas atoms along the track. The electrons produced from this ionization drift towards a sense wire. Near the sense wire multiplication occurs which allows detection of the signal.

2.1.1. Energy Loss In Matter

The amount of energy deposited per unit length is given by the Bethe-Bloch equation:

\[ \frac{dE}{dx} = -K \frac{Z}{A} \frac{\rho}{\beta^2} \left\{ \ln \frac{2mc^2\beta^2E_M}{I^2(1-\beta^2)} - 2\beta^2 \right\}, \quad K=\frac{2\pi N_z e^4}{mc^2} \quad \text{Eq 2.1} \]

Where \( N \) is Avogadro's number, \( m \) and \( e \) are the electron mass and charge, \( Z, A \) and \( \rho \) are the atomic number and mass and the density of the medium, \( I \) is its effective ionization potential, \( z \) is the charge and \( \beta \) the velocity of the projectile. The parameter \( E_M \) is the maximum energy transfer allowed in each interaction. From two-body kinematics we obtain:

\[ E_M = \frac{2mc^2\beta^2}{1-\beta^2}. \quad \text{Eq 2.2} \]

Fig 2.1 shows \( dE/dx \) for Argon at STP as a function of the incident proton energy. Note the minimum ionizing particle has an energy of about 1 GeV. On the same plot one may read the number of electrons produced by the ionizing particle per cm.
2.1.2. Gases Used in Drift Chambers

The various parameter for many of the gases commonly used in drift chamber have been measured empirically. A tabulation of these data has been given by Sauli.[4] In table 2.1 we reproduce some of this information. Here Z and A are the atomic number, ρ is the density, I₀ allows the calculation of the effective ionization potential I using the simple formula I = I₀Z. Also Wᵢ is the amount of energy that is deposited in order to produce an ion pair (ip). The quantity dE/dx is the amount of energy lost per unit length by a minimum ionizing particle in both reduced units and normal. Finally, we have the values of nᵢ and nᵣ, which are the number of primary and total ion pairs produced by an minimum ionizing
particle per cm. Note that \( n_t \) and \( W_i \) are related by \( n_t = \frac{\Delta E}{W_i} \) where \( \Delta E \) is the total energy lost in a gas volume.

<table>
<thead>
<tr>
<th>Gas</th>
<th>Z</th>
<th>A</th>
<th>( \rho ) (g/cm(^3))</th>
<th>( I_0 ) (eV)</th>
<th>( W_i ) (eV)</th>
<th>( \frac{dE}{dx} ) (MeV/gcm(^{-2}))</th>
<th>( \frac{dE}{dx} ) (keV/cm)</th>
<th>( n_p ) (ip/cm)</th>
<th>( n_t ) (ip/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>18</td>
<td>39.9</td>
<td>1.66\times10^{-3}</td>
<td>15.8</td>
<td>26</td>
<td>1.47</td>
<td>2.44</td>
<td>29.4</td>
<td>94</td>
</tr>
<tr>
<td>C(<em>4)H(</em>{10})</td>
<td>34</td>
<td>58</td>
<td>2.42\times10^{-3}</td>
<td>10.8</td>
<td>23</td>
<td>1.86</td>
<td>4.50</td>
<td>(46)</td>
<td>195</td>
</tr>
</tbody>
</table>

Table 2.1 Characteristics of two main gas constituents to be used in the cylindrical chamber for E1097.

2.1.3. Multiplication

The fate of the electrons which are produced from the ionizing particle depends on the applied voltage. At low voltages the electrons are lost to recombination with the ions. As the voltage is turned up, the electric field near the wire becomes large enough to start multiplication.

Once the threshold for multiplication has been crossed, the electron traveling towards the sense wire scatters from atoms freeing other electrons. The electric field increases as \( 1/r \) finally becoming large enough to accelerate the electron above the ionization threshold. These electrons free others and there is a cascade of negative charge towards the sense wires as the ions head towards the high voltage wires. The multiplication can become quite large (\( 10^8 \) or larger). In fact the amount of the multiplication, \( M \), from the primary electrons goes up exponentially with the high voltage: \( [4] \)

\[
\log M = \int_{x_i}^{x_f} \alpha(x) \, dx
\]
Where $\alpha(x)$ is the first Townsend coefficient and represents the number of ion pairs produced per unit length of drift, it is defined as follows:

$$\alpha(x) = A \exp \left[ \frac{-B \cdot p}{E(x)} \right]$$

where $A = 14 \text{ Torr}^{-1} \text{ cm}^{-1}$ and $B = 180 \text{ V Torr}^{-1} \text{ cm}^{-1}$ \hspace{1cm} \text{Eq 2.3}

If the voltage is turned up further the chamber eventually enters a Geiger-Muller mode in which the length of the wire is surrounded by electrons. After this it enters a regime of continuous discharge.

2.1.4. Choice of a Drift Chamber

In a proportional chamber position information is gained by having closely spaced wires and recording the address of each hit wire. Therefore, the position resolution is determined by the spacing of the wires. A drift chamber uses wires with coarser spacing than a proportional chamber but by measuring the drift time one can obtain position resolution at the 100 micron level. The benefits of a drift chamber over a proportional chamber are that fewer channels are needed and better resolution is achieved. The drawback is that the electronics for each channel are more complicated requiring a TDC for each wire.

Both of these methods only give two dimensional coordinates. That is due to the fact that the position along the length of the wire is not known. One technique for determining the other coordinate is to use multiple planes with different orientations. If multiple tracks are present, usually three or more orientations are used to resolve ambiguities. This method significantly increases the channel count and the complexity of the track reconstruction algorithm. There are also some geometrical difficulties in applying this method to cylindrical chambers.

For these reasons, we use charge division to determine the third coordinate. The position of the track in the plane perpendicular to the wire is measured by the drift time as
in a standard drift chamber. The position along the wire is measured by charge division, which makes use of the ratio of the charges collected at each end of the wire. This means that only one layer of wires is needed in order to obtain a three dimensional coordinate. The drawback to this method is that two ADC channels and one TDC channel are needed for each wire. Also, the precision of the measurement of the position along the wire is typically 1% of the wire length.

2.2. Drift Time

The drift time is measured with respect to a fast trigger. This can done by using a pair of scintillators one in front and one behind the chamber. The coincidence between the two scintillators generates the start for a TDC. The stop pulse comes from the chamber when the electrons from the ionizing particle cascade onto the sense wire. Due to collisions with the gas, the electrons and the ions quickly reach a terminal velocity. This final velocity depends on the gas mixture: for a 70-30 Argon/Isobutane mixture, it is about 50 mm/\mu s for the electron. In an experiment of this type the drift distances will be correlated to a drift time by calibration. The drift velocity has been tabulated by Sauli [4] as a function of the electric field in different Argon/Isobutane mixtures. This data is shown in Figure 2.2. Note that the drift speed is insensitive to the exact gas mixture and field over the chamber’s working range.
A difficulty inherent to wire chambers is that it is ambiguous as to which side of the wire the particle passed. Each of the four measuring layers in the cylindrical chamber consists of two planes of wires offset by half a wire spacing. This allows the resolution of this left-right ambiguity.
2.3. Charge Division

2.3.1. Introduction

The position along the wire is computed using a technique known as charge division. This method uses a technique familiar from elementary electronics known as a divider circuit. See Fig 2.3.

![Particle Track](https://via.placeholder.com/150)

Fig 2.3 Schematic of charge division. The preamps on either end of the wire have an input resistance $r$. While the sense wire has an overall resistance of $R$.

2.3.2. Derivation

It can be shown that for a wire with total resistance $R$, output resistance of $r$ (due to the input impedance of the preamps), and at a position $x$ along a wire of length $L$; that the charge on each end can be written as follows:

$$Q_1 = \frac{\rho + \frac{x}{L}}{1 + 2\rho} \quad Q_2 = \frac{\rho + (1 - \frac{x}{L})}{1 + 2\rho}$$

Eq 2.4

Where we have defined $\rho = \frac{r}{R}$. Define $\gamma$ to be the ratio of the charges:

$$\gamma = \frac{Q_1}{Q_2} = \frac{\rho + \frac{x}{L}}{1 + \rho \cdot \frac{x}{L}}$$

Eq 2.5
Then we can write the position along the wire as:

\[ x = \frac{\gamma (1 + \rho) - \rho}{1 + \gamma} \text{ L} \]  
Eq 2.6

We now examine the question of precision in charge division and the conditions that must be satisfied for a desired precision. One can determine the variance in \( x \) with respect to \( \gamma \) by differentiation:

\[ \Delta x = \frac{2 \rho + 1}{(1 + \gamma)^2} \Delta \gamma \text{ L.} \]  
Eq 2.7

But we can write \( \Delta \gamma \) as

\[ \Delta \gamma = \sqrt{1 + \gamma^2} \frac{(1 + \gamma) \Delta Q}{Q} \]  
Eq 2.8

where we have set \( Q = Q_1 + Q_2 \) and \( \Delta Q \) is to be the uncertainty in each charge measurement. Substituting this back and obtaining the expression for \( \Delta x \):

\[ \Delta x = (2 \rho + 1) \sqrt{1 + \frac{\gamma^2}{1 + \gamma}} \frac{\Delta Q}{Q} \text{ L} \]  
Eq 2.9

Or in terms of the position on the wire:

\[ \Delta x = \sqrt{(1 + 2 \rho + 2 \rho^2) - 2 \left( \frac{x}{L} \right) + 2 \left( \frac{x^2}{L^2} \right)} \frac{\Delta Q}{Q} \text{ L} \]  
Eq 2.10

Note that the error in \( \Delta x \) is proportional to the fractional error in the charge measurements \( \frac{\Delta Q}{Q} \).

Or in the approximation that \( \rho \to 0 \) this becomes simply:

\[ \Delta x = \sqrt{1 - 2 \frac{x}{L} + 2 \frac{x^2}{L^2}} \frac{\Delta Q}{Q} \text{ L} \]  
Eq 2.11
In the cylindrical chamber $\rho = 60 \ \Omega / 1716 \ \Omega = 0.035$ figure 2.4 shows how the ratio

$$\frac{\Delta x / L}{\Delta Q / Q}$$

varies as a function of $\Delta x / L$ for this value of $\rho$.

Fig 2.4 Plot of the error in position measurement along the wire.

Therefore, it is clear that the least amount of error is near the center of the chamber and that the precision improves linearly with the total charge and is inversely proportional to the error in the charge measurement. It is also interesting to note that the error does not depend strongly on the resistances.
2.4. Gas mixture

The choice of gas is very important to the characteristics of how the chamber responds. The gas mixture has two main components: Argon and Isobutane. It may also contain other gases to fine tune the response.

2.4.1. Effects of Gases

Argon

A noble gas is usually the main gas component in a wire chamber. This is due to the fact that noble gases can only be excited through photon emission or absorption, therefore avalanche multiplication occurs at much lower fields. Although Xenon and Krypton would give better multiplication they are not used due to the high cost. With pure Argon it is only possible to get multiplication on the order of $10^3$-$10^4$ before going into constant discharge. It is necessary to add additional gases to increase the multiplication.

Isobutane

The polyatomic atoms behave in a very different way from the noble gases. Polyatomic molecules with more than four atoms have a large number of non-radiative excited states. This means that they absorb photons over a wide energy range. Isobutane ($C_4H_{10}$) has a very efficient absorption range which covers the range emitted by Argon. This prevention of secondary emissions permits gains up to $10^6$.

We can further modify the characteristics of the chamber by adding other gases. The most important of these for E1097 will be freon and methylal.

Freon

The main effect of freon is to absorb electrons. Although this may seem undesirable; it actually has the useful effect of absorbing stray electrons. Ionizing particles should free several electrons so these signals are able to make it to the sense wires. Since the number of
stray electrons is smaller, the voltage may be turned up which increases the gain, effectively increasing the signal to noise ratio. Therefore it is possible to get gains of around $10^7$ before breakdown [4]. These very high gains correspond to a saturated signal, reducing the dynamic range. This may be important in matching to the dynamic range of the electronics.

Efficiency can be defined as the number of events above the pedestal divided by the total number of events. In testing this it was found that with 0.1% Freon added to the gas mixture, efficiency was only about 40%. Whereas with only Argon and Isobutane the efficiency was above 90%. Apparently the Freon was absorbing the drift electrons before they could begin to multiply.

**Methylal**

Another gas that we may add is methylal $(OCH_3)_2CH_2$, by bubbling Argon through methylal which has been chilled to 0°C. The addition of alcohols have be found to reduce ageing effects seen in some chambers. The methylal may also prevent "whiskers" on HV wires which have been noticed in other chambers. Although these whiskers are not completely understood, many believe that they arise from the ions that collect and polymerize on the HV wires. The effect of these whiskers is to shield the charge, which affects the field characteristics, and slows the recovery time of the chamber. It is also possible to build up enough of these whiskers so that they bridge to a sense wire and short that connection.
Chapter 3: MWDC- A Drift Chamber Simulation Program

3.1. Introduction

The program MWDC was written to simulate different geometries for drift cells, calculate multiplication on sense wires, track particles through a chamber, and track electrons produced by the ionizing particle. The program was based on a program written at University of Houston called DPLANE7. Many refinements have gone into the program from the original and little of it still remains. The program DPLANE7 was written to handle only a single geometry. MWDC uses a geometry which is defined in an input file and is much more flexible. Many of the other programs in the current literature assume an unnecessarily simple geometry and base the calculations on this model. [6-9]

3.2. Input Files

The input file for MWDC contains three sets of information. First, it defines the geometry of the chamber. The program assumes that the chamber has a pair of parallel foils held at ground. The foils extend to infinity. Between these foils can be placed many sets of wires. Each of these sets consists of an infinite array of wires, all at the same distance from the foils and placed an equal distance apart. The most convenient way to describe this geometry is to define a unit cell which contains one wire from each of these sets. The position, voltage, and radius of this wire make up the input. Other information includes the plate separation and cell size. The next set consists of information describing the the ionizing particle. This consists of including the type of particle, momentum and direction. The final set of information includes various parameters which can be changed such as gas mixture, pressure, and control parameters. A more complete description of an input file can be found in appendix A.
With the applied voltage and the geometry it is possible to calculate the charge on each wire. This process can be understood most easily in vector notation. Let us define a vector $\vec{V}$ which is comprised of the voltages $V_i$, where $V_i$ is the voltage applied to wire plane $i$, and a vector $\vec{\lambda}$ which is the charge per unit length on each wire of each plane. The potential due to the charge on plane $i$ can be written as $V_i(x) = A_i(x) \lambda_i$. In a moment we will discuss the function $A_i(x)$. For now we note that it depends only on the geometry and does not depend on $\vec{V}$ or $\vec{\lambda}$.

The potential at any point in space can be written as:

$$V(x) = \sum_i A_i(x) \lambda_i.$$  \hspace{1cm} \text{Eq 3.1}

We can evaluate this at the position of one of wires in plane $j$ as:

$$V_j = \sum_i V_i(x_j) = \sum_i A_{ji} \lambda_i \hspace{1cm} \text{Eq 3.2}$$

where $A_{ji} = A_i(x_j)$

In terms of matrix notation we can write this as $\vec{V} = A \vec{\lambda}$ and we can invert $A$ to obtain the charges in terms of the fixed potentials: $\vec{\lambda} = A^{-1} \vec{V}$. Having determined the charges we can use Eq 3.1 to find the potential at any point in space.

The electric field can be calculated by taking the gradient of the potential. The electric field then affects the drift electron trajectories. It is possible to include a description of a magnetic field which affects the ionizing particle as well as the drift electrons.
3.3. Output

The following is a figure showing the equipotential lines of one of the layers of the cylindrical chamber. Also one can see the track of a 30 MeV proton passing through as well as the trail of drift electrons it has produced. A close inspection of this may reveal that certain tracks for the drift electrons simply stop, these tracks have timed out.

Fig 3.1 Layer of cylindrical chamber calculated by MWDC seen in cross section. The foils are found at the top and the bottom of the figure. Equipotential lines show the changing electric potential in 100 V steps. The wires are coming out of the page and are arranged in a hex pattern.

Confirmation of the accuracy of the program came during tests with the test chamber. We observed that with all the high voltage wires at the same potential, the center sense wires consistently had a larger signal than the wires close to the wall. This was at first
thought to be anomalous behavior in the chamber, but when it was checked against the MWDC prediction the code properly predicted the difference in multiplication that was seen. We were able to understand that this was due to the difference in geometry, and for all sense wires to have the same gain the high voltage wires will need different voltages. Now we can review in more detail the major tasks with which MWDC is concerned.

3.4. Calculate Potential

The analytic solution to the wire chamber geometry requires the use of analytic functions known as the Jacobi elliptic functions. Using these functions and generalizing from a simpler problem, Morse and Feshbach obtain a closed form solution [10]. In order to find the potential at any point in space we need to evaluate this solution. Unfortunately, it is not convenient to compute the function in the form given by Morse and Feshbach since their solutions involve complex arguments for the functions. For a further discussion of some of the properties of these functions see appendix B or [11]. We will simply state the solution that satisfies the required boundary conditions.

Let us assume that we have one set of infinitely many wires arranged between two parallel plates. The wires are placed a distance 2b apart and a distance x₀ from one of the foils. The foils are placed a distance a apart. In the following figure the dark solid lines are the foils of the chamber viewed with the wires coming up out of the page. The wires are the + between the solid lines.
Fig 3.2 Geometry used to compute potential using the solution obtained by Morse and Feshbach.

The boundary conditions which must be met are that the function should be zero along the foils, there should be a positive going pole for each positive charge or positive image charge. And there should be a negative going pole for the negative image charges. If we set the right plane to be at \( x=0 \) then the wires are located at \( z=x_0 + i \ 2nb \) for \( n=0, \pm 1, \pm 2, \ldots \). There are image charges of opposite sign at \( z= -x_0 + 2ma \ i \ 2nb \) for \( m,n=0, \pm 1, \pm 2, \ldots \) and image charges of the same sign for \( z=x_0 + 2ma \ i \ 2nb \) for \( n=0, \pm 1, \pm 2, \ldots \) and \( m= \pm 1, \pm 2, \ldots \). 

Leaving the details for later we state the solution of the potential at all points in space to be:

\[
F(z)= -2q \ \text{Re} \ \ln \left( \frac{\text{cn}(2\theta) \ - \ \text{cn}(\theta-\phi)}{\text{sn}(2\theta) \ - \ \text{sn}(\theta-\phi)} \right) \quad \text{Eq 3.3}
\]
Where we have used the following definitions $\theta = Kx_0/a$ and $\phi = Kz/a$. And K is the quarter period of the the Jacobi elliptic functions. The only part of this solution that changes with position has the form $f(z) = \frac{\text{cn} (\theta - \phi)}{\text{sn} (\theta - \phi)}$. This then is the piece we must investigate to check the boundary conditions. At $z=0$, $\phi=0$ and the argument of the logarithm is 1 and the first boundary condition is satisfied. The negative poles at $z= -x_0 + 2ma + i \ 2nb$ for $m,n=0,\pm1,\pm2,...$ are satisfied due to the periodicity of the Jacobi Elliptic Functions $f= \frac{\text{cn}(2\theta)}{\text{sn}(2\theta)}$. Therefore, the argument is zero. At the positions for positive poles we have that $f$ has a positive pole because $\text{sn}$ has a zero. The final boundary condition is along the foil at $z=a$. When this is evaluated the argument of the logarithm becomes -1 and so $F(z)$ vanishes as required.

3.5. Ionizing particle

Once the potential field is calculated over the cell an ionizing particle can be stepped through. The momentum and direction of the ionizing particle is described in the input file as well as the type of ionizing particle. As it steps through the chamber the particle sees the electric field generated by the wires as well as an externally imposed magnetic field. The magnetic field can either be described in functional form or by describing the field point by point as might be obtained from a zip-track scan.

3.6. Drift Electrons

From the energy loss of the particle in the gas, electrons are produced. There is a characteristic number of electrons lost which is dependent on the particle and the gas mixture used.
These electrons are then released, their position stored, and their number calculated using the average number of electrons produced per cm times the step size. This number is then used as the average of a Poisson distribution; and a random number is chosen using this distribution. These electrons are now subject to the same fields as the ionizing particle and begin to drift towards the sense wires. The electrons soon achieve a maximum drift velocity which is limited by collisions with the gas molecules. This maximum velocity is again a function of the gas mixture used. The electrons are tracked until they reach a wire at which time the charge deposited, the wire hit, and the time of the impact is recorded.

3.7. Improvements

There are a few improvements that might be useful to add to MWDC. First, the Morse and Feshbach solution is for a linear geometry; but it is possible to conformally map this solution to a cylindrical geometry. In this way we would have an exact calculation of the electrostatic field and the multiplication of the cylindrical chamber. Second, it should be possible to include a $\chi^2$ minimization routine with the ability to adjust the high voltage on the wires so that the same charge could be put on each of the sense wires. This would then ensure that all the sense wires have the same multiplication.

3.8. Wire Geometry

Several different geometries were originally considered for the chamber. First, it was decided that the chamber should be a full right cylinder. This enables us to look at a great deal of the particles that might come from the reaction including back scattered particles. Not all of the chamber will be wired but that ability will exist if it is needed in the future. The local geometry will be a staggered hex pattern. The advantages to this arrangement of field shaping wires is that it minimizes the number of field wires. A possible problem with
this design is that dead areas exist, which may allow charge to build up, distort the field, and leak into adjacent cells giving false hits. Another problem with this geometry is that the cells in adjacent planes are not the same size. It was decided to keep the angular spacing in adjacent wire planes. This means that the inner cell of a layer is smaller than the outer one. This may cause variations in the gain of the wires, however these gain variations should be correctable by adjusting the high voltages properly.
Chapter 4: Electronics

4.1. Introduction

As critical to this experiment as the chamber are the electronics for data collection. This can be broken into a three different parts: the preamp, discriminator, and digitizers. The electronics for the chamber are chosen to do a twofold job. First, the charge at each end of the wire must be measured very accurately (better than 1%). This gives us information about where the charged particle passed along the length of the wire. The second job is to measure the time from which the particle hits the scintillators till a signal on the chamber is seen. Since we can know the drift speed of electrons in the gas, we can then compute the distance the particle passed from the wire. By having several layers, it is then possible to resolve the left-right ambiguity. The figure 4.1 shows a schematic of the main divisions of the electronics. If delay cable is to be installed the ideal place would be between the preamp and the transformer.

![Schematic Diagram]

Fig 4.1 Schematic of the electronics used for E1097.
4.2. Preamps and Preamp Boards

The signal from the sense wire is too small to drive the delay cable and then be digitized. The simple limitations of signal to noise and the inability (and undesirability) of using the chamber to drive the cable necessitates the use of preamps as close to the sense wires as possible. The preamp we have chosen to use is the LeCroy HQV101 model. It has a high charge gain ≈48x, fast rise time ≈20 nsec, and a low input impedance ≈60 Ω. It can drive twisted pair cable which helps eliminate noise with common mode rejection.

Most of the work is done by the LeCroy preamp chip. A circuit board was designed and constructed to hold the preamps and supply them with power as well as conduct the signals in and out of the preamps. The signal comes from the chamber through a short shielded coaxial cable and onto the board. The signal then goes through a decoupling 0.1 μF capacitor which is necessary because the preamp input is set at a level of about 0.7 V. The sense wire is also grounded through R_d=10 kΩ. It bleeds off charge which builds up on the sense wires from the cascading e^- . Without it the signal soon disappears as the sense wire comes to the potential of the high voltage wires. Also, this resistor in conjunction with the 0.1 μF capacitor it should protect the preamp as the high voltage is turned up or in case of a short.

4.2.1. Position Measurement Errors Due to Preamps

In the calculations that follow it should be noted that the parameters used are those for the cylindrical chamber. These parameters are: total length of chamber 1 meter, resistance of sense wire per meter 1560 Ω, input impedance of the preamps 60 Ω. The following plot shows the effect on the gain if one of the preamps has a gain greater than the one on the opposite side of the wire by 1%, 5%, 10%, or 20%. It is clear that the position error is about 1% for a 5% gain increase.
Fig 4.2 Effects in position calculation caused by unequal gains in preamps.

The figure 4.3 shows the results of a saturation test on a single preamp to see at what point it would become nonlinear. LeCroy states that they are non-linear for an input greater than 40 pC or $2.5 \times 10^8$ e'. We found that although this is true the preamps are still stable and might be usable for inputs up to at least 400 pC.
Fig 4.3 Saturation of LeCroy preamp as a function of input charge.

Next, we see the effects this saturation has on position calculation. The different curves in figure 4.4 represent different input charge to the preamps. One can see that as expected the error in position calculation becomes worse as the saturation effect becomes greater. It should be clear that if the chamber is driven at such a voltage as to produce currents above the linear point of the preamps that it will be necessary to correct the position calculation.
Fig 4.4 Effects of non-linearity of preamps on position calculation both preamps are assumed to have the same nonlinearity. \( Q_{\text{tot}} \) is the total charge input to the the two preamps.

The following two figures demonstrate the effects of error in the input impedance of the preamps. Figure 4.5 shows the effects if the impedance used in the calculations is different from the actual. Figure 4.6 shows the error that comes from the preamps having different impedances.
Fig. 4.5 Error in position measurement due to incorrect input impedance of both preamps.

Fig. 4.6 Position error due to variation of the input impedance of one of the preamps.
4.2.2. Design of Preamp Board

In the design the signal ground and power ground have been separated so that we can connect them, leave them separate, or capacitively couple them. In the test set up, I have found that the best ground comes when the two are connected. There are also a pair of diodes which prevent damage to the preamps in case the power is connected incorrectly.

Figures 4.7 and 4.8 show the front and back of the preamp board. The front of the board distributes the signals while the back supplies power and ground. The signals come in the top of the board and flow down. The resistor and the input capacitor reside at the very top. The column of 10 holes are for the sockets that will hold the preamps. The use of sockets allows easy replacement of a faulty preamp without the need to remove the board. There are four outputs from the preamp: 2 AC outputs and 2 DC. The AC outputs are used to drive a differential signal through the twisted pair ribbon cable. This gives twice the signal of a single ended preamp as well as common mode rejection. The DC outputs are not used in this design. The AC outputs lead to a standard 2 x 17 header. From this point the signal is taken to the receiver board.

4.2.3. Requirements

The preamps draw about 50 mA of current from each the positive and negative supplies. It was also found helpful to wrap the chips in copper tape and ground them to power ground. This helps with noise pickup due to stray EMF. Power and ground for the chamber is supplied through a 2 x 8 heard on the lower left. At this point we supply a test signal, crate/power ground, and ±11V.
Fig 4.7 Front of the preamp board.

Fig 4.8 Back of the preamp board.
4.3. Receiving Board

4.3.1. Introduction

This board has several functions. From this point the signal can be split to three different places. The more important part of the signal, for charge division, will go through the $R_f$ resistor which leads to the ADC. The ADC signal comes from the resistor or jumper and then through a decoupling capacitor and finally out to the ADC. The second place for the charge to go is through $R_t$ which is the resistor that is used to pick off the signal to the TDC. The TDC signal is added to the signal from the opposite side of the same wire by passive addition with resistors. If there is an excess of charge, we can put the excess charge of the input into a resistor ($R_d$) to ground to keep the signal in the range of the other two components.

4.3.2. Design

The preamps are designed to drive a 100 $\Omega$ load while the FERA's have a 50 $\Omega$ input. The signal after entering the board goes first to a 2:1 transformer which brings the signal from differential to single ended and matches the 100 $\Omega$ impedance to the 50 $\Omega$ of the FERA.

The discriminator chip is the LeCroy MVL407. This chip has a slew rate of a few nsec which makes it excellent for timing purposes. The MVL407 is actually four separate discriminators on a single chip. The threshold voltage can be set independently for each channel but in this design all the thresholds are tied together and are set externally. The externally set threshold voltage is divided on the board. This means that noise pickup from the power supply is not as important since the noise is divided along with the threshold. The leading edge of this output is the stop timing signal for the TDC. The start for the TDC
will be taken from the scintillator array. The minimum discrimination voltage is 1 mV in order to have good timing resolution the signal must be well above this point.

The TDC signal then goes to the rear header. The cable can be pulled out the back or there is room left to bring it out the front. On the initial design there is also the ability to put pull down resistors into the circuit. The FERET system is ECL (emitter coupled logic) so it does not need these pulldown resistors and has been taken out of the final design. It is useful in the test boards since ECL signals would need a special adapter to be seen with a scope. The discriminated signal then goes out twisted pair ribbon cable which is 100 Ω to the TDC.

4.3.3. Component Choices

It will be important when choosing the components for the receiver board that the resistances have an equivalent input impedance of 50 Ω as well as achieving the division required. This can be written as:

\[
\frac{R_d (R_t + R_a) (R_f + 50\Omega)}{R_d (R_t + R_a) + (R_f + 50\Omega) (R_d + R_t + R_a)} = 50 \Omega \quad \text{Eq 4.1}
\]

The ratios going to each of the three places can also be written as follows:

\[
\frac{I_f}{I_o} = \frac{R_d}{R_d + R_{eq} R_f + 50\Omega} \quad \text{Eq 4.2}
\]

\[
\frac{I_t}{I_o} = \frac{R_d}{R_d + R_{eq} R_a + R_t} \quad \text{Eq 4.3}
\]

\[
V_t = I_o 50 \Omega \quad \text{Eq 4.4}
\]

\[
\frac{I_d}{I_o} = \frac{R_{eq}}{R_{eq} + R_d} \quad \text{Eq 4.5}
\]

Where we have used the definition:
\[ R_{eq} = \frac{(R_s + R_t) \ (R_f + 50\Omega)}{R_s + R_t + R_f + 50\Omega} \]  

Eq 4.6

As well as the definition \( I_0 \) being the input current to the receiver board.

We can now make a table of reasonable values for \( R_t \), \( R_a \), \( R_d \), and \( R_f \) for different amounts of charge at the sense wires. The values of Table 4.1 try to keep the charge to the digitizers in the range of the respective components, and gives some attention to crosstalk between the two ends of a wire through the passive addition circuit.

<table>
<thead>
<tr>
<th>( #e^- ) From Chamber</th>
<th>( Q_{tot} )</th>
<th>( Q_{tot} )</th>
<th>( R_f )</th>
<th>( R_t )</th>
<th>( R_a )</th>
<th>( R_d )</th>
<th>( Q_{adc} )</th>
<th>( Q_{tdc} )</th>
<th>( Q_d )</th>
<th>( V_{tdc} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 ( \times 10^7 )</td>
<td>( 10^9 )</td>
<td>160</td>
<td>30</td>
<td>121</td>
<td>12.1</td>
<td>( \infty )</td>
<td>100</td>
<td>60</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>5 ( \times 10^7 )</td>
<td>( 2.5 \times 10^9 )</td>
<td>400</td>
<td>50</td>
<td>90.9</td>
<td>9.1</td>
<td>( \infty )</td>
<td>200</td>
<td>200</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>1 ( \times 10^8 )</td>
<td>( 5 \times 10^9 )</td>
<td>800</td>
<td>150</td>
<td>136</td>
<td>14</td>
<td>100</td>
<td>200</td>
<td>200</td>
<td>.4</td>
<td>20</td>
</tr>
<tr>
<td>2 ( \times 10^8 )</td>
<td>( 10^{10} )</td>
<td>1600</td>
<td>350</td>
<td>364</td>
<td>36</td>
<td>66</td>
<td>200</td>
<td>200</td>
<td>1.2</td>
<td>40</td>
</tr>
<tr>
<td>5 ( \times 10^8 )</td>
<td>( 2.5 \times 10^{10} )</td>
<td>4000</td>
<td>950</td>
<td>909</td>
<td>91</td>
<td>55</td>
<td>200</td>
<td>200</td>
<td>3.6</td>
<td>100</td>
</tr>
<tr>
<td>1 ( \times 10^9 )</td>
<td>( 5 \times 10^{10} )</td>
<td>8000</td>
<td>2K</td>
<td>1.8K</td>
<td>182</td>
<td>52.6</td>
<td>200</td>
<td>200</td>
<td>7.6</td>
<td>200</td>
</tr>
<tr>
<td>2 ( \times 10^9 )</td>
<td>( 10^{11} )</td>
<td>16000</td>
<td>4K</td>
<td>3.6K</td>
<td>364</td>
<td>51</td>
<td>200</td>
<td>200</td>
<td>15.6</td>
<td>400</td>
</tr>
<tr>
<td>5 ( \times 10^9 )</td>
<td>( 2.5 \times 10^{11} )</td>
<td>40000</td>
<td>9.1K</td>
<td>9.1K</td>
<td>910</td>
<td>50.5</td>
<td>200</td>
<td>200</td>
<td>39.6</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 4.1 Suggested resistance values for various input values to the receiver board. Note that the preamp saturates at inputs above 50 pC or \( 3 \times 10^8 \) \( e^- \)

**4.4. Digitizers**

Charge division requires 2 ADC channels for every wire. Fast digitization is accomplished by using the LeCroy FERA (Fast Encoding and Readout ADC) system. The fast digitization time and buffer transfer time (20\( \mu \)s) of the FERA systems make it uniquely
suited to the LAMPF beam structure of 120 Hz at 10% duty. The FERAs have 11 bits however some of this is taken up in overhead. Due to the overhead instead of the maximum channel being 2048 it is 1919 with the pedestal usually near 60 channels. Each ADC channel represents 0.25 pC this gives them a full range of 500 pC.

There were two slight modifications which had to be made to the FERAs before they were used. The first had to due with removing pulldown resistors in all but the last module used. This has to be done so that the distributed signal from the FERA controller is terminated properly. The other change was to increase the charge injection. It was found that the default charge injection was too low. This increase was accomplished by adjusting a variable resistor inside the FERA.
Chapter 5: Results

5.1. Introduction

The test chamber was constructed so that the electronics could be tested. It also provided insight into the techniques for stringing wires in the cylindrical chamber. Most of the work for this thesis has gone into the construction and testing of the test chamber. From this chamber we learned how to string wires, fix broken wires, connect preamp boards to the chamber, and techniques for eliminating ground loops. Most importantly, we demonstrated that charge division can work at the desired level of precision.

We tried to be methodical in the examination of the different stages of the electronics. The naive belief that the chamber could be turned on, the electronics hooked up, and expect 1% z resolution was quickly put aside.

A large part of the effort of this research has actually been spent trying to reduce noise. One of the most difficult tasks is eliminating ground loops. The one guiding principle used was to make the grounds come from a central branch. To do this the two crates were grounded together. From the crates, the ground for the chamber was pulled. It is important to note that the chamber not be connected with the ground in any other places. The chamber is electrically isolated on a wooden desk and the cylindrical chamber will have to be isolated from the ground by some insulating material. The the ground for the preamp board comes from the power supplies which share a common ground with the crates.

5.2. Design

The test chamber is square and constructed of aluminum. The aluminum plates that make up the walls are butt jointed and are made air tight by with rubber gaskets. The windows of the chamber are covered with aluminized mylar. This window allows particles
to pass through easily, is airtight and is a good ground plane against noise. The endcaps of the chamber are drilled with the pattern shown in figure 5.1.

![Diagram of chamber hole pattern found in the endcaps](image)

**Fig 5.1**: Present test chamber hole pattern found in the endcaps.

The solid circles are the sense wires and the x’s are the high voltage wires. The spacing between wires is 1 cm. The chamber has been fully wired but only the center region is active. There are five sense wires connected to preamps on the top and bottom layers and six in the center. The active region consists of the wires that are in front of the window.

### 5.3. Single Wire Measurements

The question of precision is difficult to address. Preliminary tests used a signal from a pulser shaped to look like a chamber pulse to test the electronics. A meter stick was strung with stableohm wire across its length then a preamp was attached to either side. It was possible to clip the output of the pulser along the length of the wire and test the electronics. The “problem” with this test is that the pulser is very quiet and the signal can be made very
large without affecting the noise. Perhaps the most important problem with this test is that the size of the pulses is constant.

Figure 5.2 shows the difference between measured and calculated position for a measurement with a 100 pC input. There is evidence for non-linear response (Fig 4.4) and a difference between gains at the two ends (Fig 4.2). The error bars are an estimate as to the ability to accurately measure the position along the wire.

![Graph showing error in calculated position vs. position](image)

**Fig 5.2 Position Resolution**

Now we can look at the position measurement. It is the position as calculated with a pulser clipped at 900 mm on a test wire of 1 meter. The lower axis is in mm and we can see the we obtain a FWHM of only $a = 7$ mm.
Fig 5.3 Position Calculation

5.4. Test Chamber Measurements

The first test chamber measurements were done with sources but the precision of our results were limited by multiple scattering. In our current setup, we trigger on high energy cosmic rays to obtain minimum ionizing muons. The setup is shown in figure 5.4.
Fig 5.4 Side view and end view of test chamber as used with gating scintillators.

To evaluate the performance of the test chamber we will look at efficiencies and residuals. Efficiencies were defined in two ways. In the first, we use the fraction of triggers for which each plane of wires was hit. A plane is hit if at least one wire fires, that is, if the total charge deposited on the wires is above a threshold. In our testing we have used 1 pC for this cut, which is located in the histograms at 200 channels. Figure 5.5 shows a typical ADC spectra from a single wire. Note that the signal is well separated from the noise.
Fig 5.5 Typical FERA spectra from a single wire in the test chamber. Run with 70% Argon 30% Isobutane

It is possible to define efficiency in many ways, the most important would be if the scintillators fired then did one wire fire in every plane in the chamber. Figure 5.6 shows a histogram of the corresponding multiplicity. If the chamber were working perfectly then one would expect that all the counts would be in channel 3. This excludes the accidentals in the scintillators which give counts in channel 0. One notes that there are some events in which the chamber only fires 1 or 2 wires, this corresponds to inefficiencies in the chamber.
Another way of defining the efficiency involves looking at one plane and using the other two planes to define an event. One can express this efficiency as \( \epsilon_1 = \frac{p_1 \cdot p_2 \cdot p_3}{p_2 \cdot p_3} \) where \( p_i \) represents one wire firing in plane \( i \). Using this definition we find that the efficiency per plane is approximately 95%.

In order to calculate the residual one finds the wire that was hit in each layer. If one and only one wire was hit in each plane then a residual is calculated. A hit is defined as being when the sum of the two sides of the wire greater than a minimum value and there are no overflows in any single channel. For our calculations the minimum sum was 200 channels or 50 pC. With the information of the charge deposited on each end the \( z \)-position in the wire is calculated. Finally, take the average position of the outer two layers and subtract the inner layer position. Assuming that one has a particle that goes through and only ionizes the gas and does not scatter, this residual should give 0. One can write this equation as follows, where we use \( z_1, z_2, \) and \( z_3 \) to be the position on the wire for each plane.

\[
\text{residual} = \frac{1}{2} (z_1 + z_3) - z_2
\]  
Eq. 6.1
Fig 5.7 Residual for different triples of wires in the test chamber. The lower axis is in mm. Note that two of the sets of wires has a residual which is offset from zero by two cm.
Although the residuals are fairly sharp (5-10 mm FWHM), two are offset by 2 cm. The sense wires pass through a narrow copper tube which extends 4 cm into the chamber beyond the point where the wire is crimped. Some of the wires may contact this tube somewhere along this length, shorting the resistive wire. We believe this condition is responsible for the offsets observed in the residual spectra.

It is interesting to compare the error in the charge measurement with the error in the position measurement to see if this is the limiting factor. The charge error at this point is approximately 14 channels FWHM with the $Q_{\text{tot}}$ being about 1000 channels. This gives us a $\frac{\Delta Q}{Q} = 0.014$ and therefore we would predict a $\Delta x$ of 8 mm FWHM. The residuals in figure 5.7 are consistent with this value.
Chapter 6: Conclusions

This thesis has tried to cover the development process of a drift chamber utilizing charge division. A program was written to help choose a suitable geometry as well as study drift chambers. Electronics were designed and built which have the capability of collecting the charge from a chamber, amplifying it, and then digitizing the signal. A test chamber was built which shares many of the properties of the cylindrical chamber. Finally, all of these components were assembled and were shown to work. The precision obtained of 3 mm is well below that needed by the experiment.

Improvements and Extensions

The main topic which needs to be addressed in the immediate future is whether this offset can be eliminated. An idea for a way to do this without sacrificing supplies is to make the lower portion of the copper tube non-conducting. A possible way of accomplishing this is with a dip or a bathe which could insulate the inside of the copper yet not seal the tube.

A very important topic which was not addressed was the drift time measurement. The discriminators exist on the receiver board but they have not been used to calculated positions. It will be critical to the experiment to get this part of the electronics working.

Another topic that should be addressed is whether to use the FERA pedestal subtraction along with the zero suppression. This would considerably help the live time but it has been noticed that the zero point has some width to it. Therefore, one must be careful as to how to calculate this as well as how often it should be checked. For instance it may be possible that between spills, pedestal runs could occur and these values written back to the FERA.
Appendix A: MWDC a users guide

This appendix contains an example of what a data input file for MWDC might look like.

The numbers in bold correspond to an explanation which follows. All distances are in cm, all voltage are in Volts, magnetic fields are in kGauss. The radius is stated when speaking of the wire.

1 Drift with Magnetic Field
2 1,1,1,1,0,1,1,0,0
3 70,1.0
4 6,800
5 12,0,0,0,0
6 18, 2.0
7 0.0, 1.0, 0.0635, -3400.0 !Number of wires, cell size !x,y,r,v (cm,V)
  1.0, 1.0, 0.0635, -3400.0
  0.0, 2.0, 0.01651, 000.0
  1.0, 2.0, 0.0635, -3400.0
  0.0, 3.0, 0.0635, -3400.0
  1.0, 3.0, 0.0635, -3400.0
  0.0, 5.0, 0.0635, -3300.0
  1.0, 5.0, 0.0635, -3300.0
  0.0, 6.0, 0.0635, -3300.0
  1.0, 6.0, 0.01651, 000.0
  0.0, 7.0, 0.0635, -3300.0
  1.0, 7.0, 0.0635, -3300.0
  0.0, 9.0, 0.0635, -3400.0
  1.0, 9.0, 0.0635, -3400.0
  1.0, 10.0, 0.0635, -3400.0
  0.0, 10.0, 0.01651, 000.0
  0.0, 11.0, 0.0635, -3400.0
  1.0, 11.0, 0.0635, -3400.0
end

8  0.0 !b0(kGauss)
9  5,.25
10  1,450,.005
11 e-
12  0.003 ! Ionizing particle momentum
13 321455,123679,908753,113419,345673
  457651,896573,908771,763549,356471
  786543,908765,132247,876453,786591
  987865,764533,657971,565789,654693
14  0.00,1.0,0.25,0.0,0,0,0,0 ! vx,vy,x0,y0,z0
1. Title of the simulation, attached to the output file saveit.out.

2. This is a where the options are set for the program to execute. A 1 means that that option is turned on and a 0 means it it turned off. These controls are in order.
   1) Calculate track of ionizing particle
   2) Calculate track of drift electrons
   3) Write out the potential to FOR006
   4) Write out ion track to FOR006
   5) Write our drift tracks to FOR006
   6) Write out drift tracks in xy format to FOR008
   7) Write out signal information to FOR020
   8) If set to 1 it uses the IMSL libraries. If IMSL is not available, set to 0 and MWDC uses internal routines. This can be a real speed improvement over the IMSL setting although some accuracy is lost since, for instance, instead of using spline fits it will just do a linear fit. At this time this is not entirely guaranteed since a few of the IMSL routines do not have replacement subroutines.

   Also, these settings are fairly safe in that it will not accept controls that incompatible for instance if it is not told to compute the tracks for the ionizing particle, yet it is told to compute the drift electrons tracks, it will not track these electrons since they were never formed.

3. % of gas that is Argon, pressure in atmospheres

4. Time between drift step, maximum drift time

5. Spacing between the front and the back of the chamber, voltage on the front wall, voltage on the back wall
6. The number of wires in the unit cell. This must match with the number in the list to follow, the unit cell size in cm.

7. The x coordinate, y coordinate, the radius of the wire, and the voltage of the wire

8. The magnetic field strength in kGauss

9. The number of cells to either side of the central one that the tracking will allow, the step size for dividing up the unit cell (in cm)

10. Number of ionizing particle tracks, maximum number of steps, and step size

11. The identity of the ionizing particle

12. Ionizing particle momentum

13. Random number seeds

14. The ionizing particles' momentum unit vectors \( p_x, p_y \), and the starting position \( x, y, z \)
Appendix B: Jacobi Elliptic Functions

The problem of wires placed between two parallel conduction planes is solved in Morse and Feshbach. They find an analytic solution for the problem in which there is a grid of wires spaced a distance $2b$ apart between two parallel plates held at ground which are a distance $a$ apart and the wires are a distance $x_0$ from the plate at $x=0$. In the following figure the dark solid lines are the foils of the chamber viewed with the wires coming up out of the page. The wires are the + between the solid lines and they are repeated up and down every $2b$. If we set the right plane to be at $x=0$ then the wires are located at $z= x_0 + i2nb$ for $n=0,\pm1,\pm2,...$. There are image charges of opposite sign at $z= -x_0 + 2ma i2nb$ for $m,n=0,\pm1,\pm2,...$ and image charges of the same sign for $z= x_0 + 2ma i2nb$ for $n=0,\pm1,\pm2,...$ and $m= \pm1,\pm2,...$

![Figure B.1 Geometry used to compute potential](image)

There are three main Jacobi Elliptic functions: $sn(u,k)$, $cn(u,k)$, and $dn(u,k)$. These functions have the useful property of being doubly periodic in the complex plane. The
second argument \( k \) is usually assumed and not written. This double periodicity means that along both the real and imaginary axis there are alternating poles and zeros. There are simple poles for the three functions at \( 2mK+i(2n+1)K' \). The simple zeroes are located at \( 2mK+2i\,nK' \) for \( sn \), at \( (2m+1)K+2i\,nK' \) for \( cn \), and at \( (2m+1)K+i(2n+1)K' \) for \( dn \) for integers \( m,n \). The Jacobi elliptic integral \( K \) is the quarter periodicity of the Jacobi elliptic functions. There are five parameters that can be given to identify the Jacobi elliptic function namely \( K, K', k, k', \frac{K}{K'} \). These quantities are not independent and once one is given the rest are determined. The quantities are related to the geometry in the following simple way \( K/K' = a/b \) where \( a \) is the foil separation and \( b \) is the half the distance between wires. The parameters \( k \) and \( k' \) are the same parameters as for the Jacobi Elliptic Integrals which are \( K \) and \( K' \). Where we have used the definition \( K' = K(k') \). Also, we have the relationship that \( k^2 + k'^2 = 1 \).

The positive (negative) poles are then used to represent positive (negative) charge on the wires. They claim that since this function has the proper boundary conditions and is a solution to Poission’s equations then this is the only solution. The important boundary conditions to notice are \( F(0,y)=F(a,y)=0 \). It should also have poles at \( z = x_0 + 2na + 2i \, mb \) and zeroes at \( z = -x_0 + 2na + 2i \, mb \).

There are several relations which one needs to check these limits. These functions are can be related to more familiar functions to which they reduce in the following limits. For instance for \( k = 1 \) we have:

\[
\begin{align*}
\text{sn}(u) &= \tanh u & \text{cn}(u) &= \sech u & \text{dn}(u) &= \sech u \\
\text{And when } k &= 0 \text{ we have:} & \\
\text{sn}(u) &= \sin(u) & \text{cn}(u) &= \cos(u) & \text{dn}(u) &= 1
\end{align*}
\]
Several equivalent definitions for these functions exists. One of the most useful of these is:

\[
\begin{align*}
\text{sn}^{-1}(x,k) &= \int_0^x \frac{dx}{\sqrt{(1-x^2)(1-k^2x^2)}} \\
\text{cn}^{-1}(x,k) &= \int_x^1 \frac{dx}{\sqrt{(1-x^2)(1+k^2-k^2x^2)}} \\
\text{dn}^{-1}(x,k) &= \int_x^1 \frac{dx}{\sqrt{(1-x^2)(x^2+k^2-1)}}
\end{align*}
\]

There are some other properties that are similar to circular functions from whom they take their symbols, such as:

\[
\begin{align*}
\text{sn}^2(u,k) + \text{cn}^2(u,k) &= 1 \\
k^2\text{sn}^2(u,k) + \text{dn}^2(u,k) &= 1
\end{align*}
\]

\[
\begin{align*}
\text{sn}(0) &= 0 \\
\text{cn}(0) &= 1 \\
\text{dn}(0) &= 1
\end{align*}
\]

\[
\begin{align*}
\text{sn}(-u) &= -\text{sn}(u) \\
\text{cn}(-u) &= \text{cn}(u) \\
\text{dn}(-u) &= \text{dn}(u)
\end{align*}
\]

\[
\begin{align*}
\text{sn}(u+v) &= \frac{\text{sn}(u) \text{cn}(v) \text{dn}(v) + \text{cn}(u) \text{sn}(v) \text{dn}(u)}{1 - k^2 \text{sn}^2(u) \text{sn}^2(v)} \\
\text{cn}(u+v) &= \frac{\text{cn}(u) \text{cn}(v) - \text{sn}(u) \text{sn}(v) \text{dn}(v)}{1 - k^2 \text{sn}^2(u) \text{sn}^2(v)} \\
\text{dn}(u+v) &= \frac{\text{dn}(u) \text{dn}(v) - k^2 \text{sn}(u) \text{sn}(v) \text{cn}(u) \text{cn}(v)}{1 - k^2 \text{sn}^2(u) \text{sn}^2(v)}
\end{align*}
\]

The other piece of information that will be needed to implement the Morse and Feshbach solution is how to break the Jacobi Elliptic functions into real and imaginary parts.
when you have complex arguments. For this it is convenient to make the following definitions:

\[ s = \text{sn}(x,k) \quad s_1 = \text{sn}(y,k') \]
\[ c = \text{cn}(x,k) \quad c_1 = \text{cn}(y,k') \]
\[ d = \text{dn}(x,k) \quad d_1 = \text{dn}(y,k') \]

Then we can write the complex value as follows:

\[ \text{sn}(x+iy) = \frac{s \ d_1 + i \ c \ d \ s_1 \ c_1}{c_1^2 + k^2 \ s_1^2 \ s_1^2} \]
\[ \text{cn}(x+iy) = \frac{c \ c_1 - i \ s \ d \ s_1 \ d_1}{c_1^2 + k^2 \ s_1^2 \ s_1^2} \]
\[ \text{dn}(x+iy) = \frac{d \ c_1 \ d_1 - i \ k^2 \ s \ c \ s_1}{c_1^2 + k^2 \ s_1^2 \ s_1^2} \]

Morse and Feshbach's solution then looks like

\[ F = 2q \Re \ln \left[ \frac{\text{cn}(2\theta)}{\text{sn}(2\theta)} - \frac{(\csc d_1 - \text{scd}^2 s_1 c_1 d_1) - i \ (c^2 d_1^2 s_1^2 + s_1^2 d_1^2 s_1^2)}{(sd_1)^2 + (cd_1^1 c_1)^2} \right] \]

Finally, we can take the real part of this; and, after making the following substitutions, we obtain a much simpler looking equation:

\[ \text{cs}^2 = \frac{\text{cn}(2Kx_0/a)}{\text{sn}(2Kx_0/a)} \quad \text{cs}^2 = \frac{\text{cn}(Kx_0/a)}{\text{sn}(Kx_0/a)} \]

\[ \text{csr} = \frac{(\csc d_1 - \text{scd}^2 s_1^2 c_1 d_1)}{(sd_1)^2 + (cd_1^1 c_1)^2} \]
\[ \text{csi} = \frac{i (c^2d_1^2s_1 + s^2d_1^2s_1)}{(sd_1)^2 + (cds_1c_1)^2} \]

\[ F = q \ln \left[ \frac{(cs_2 - csr)^2 + csi^2}{(cs_2 - cs_1)^2} \right] \]

There is also a simple and fast way to calculate the Jacobi elliptic functions numerically using the Arithmetic-Geometric Mean. This method can be found in Numerical Recipes [12] on pg 189.
Appendix C: Cylindrical Chamber Construction

The chamber consist of three major parts: the endplates, walls, and the wires. The chamber is cylindrical, the top and bottom are called the endplates and are constructed of Aluminum. The walls are made of a carbon fiber in an epoxy matrix covered with aluminized mylar

EndPlates

The endplates are extremely important in that their precision will determine the precision achieved radially. When all the wires are in place, the endcaps will be under a great deal of force (about 500kg-wt). To prevent warping due to this tension, 1 1/4” Aluminum jig plate was used. A close inspection of the hole pattern would show the following:

![Diagram of Cylindrical Chamber Design]

Fig C.2 Cylindrical chamber design
Fig C.2 Endcap for cylindrical drift chamber

The plate was precision drilled with 2240 - 126 mil holes into which the plastic feedthrus will fit.

Fig C.3 Plastic feedthru, copper tube and wire
These holes are arranged in 4 layers with 5 rows in each layer. The spacing between each row is 0.5 cm and the distance between holes in a row is about 1 cm but as stated before the outer rows of a given layer have a wider separation than the inner one to keep the angular spacing constant.

The number of sense wires were chosen so that the inner layer can be equipped with 4 preamp boards each having 16 channels. The second layer takes 6 boards, the third 8 boards, and the outer most layer has 10 preamp boards. This is for a single side of the chamber and the other side needs an equal number of boards.

Each endplate has holes for 4 Swagelock connectors for 3/8” tubing to bring the gas in and out. There are drilled and tapped holes which will be used to attach a stand onto which the preamp boards will be mounted. Finally, there are also holes at the edges to attach handholds and supports. There are two 4 mm deep grooves cut into each endplate for the inner and outer cylinder.

**Outer Walls**

The walls of the chamber are made of carbon fiber. This material was chosen because it is both strong and light. Fortunately, the group from the University of Houston working on the Mega project had some practice with making these carbon fiber cylinder and Kathleen Johnston taught us the following way of constructing them.

The cylinder was built over a collapsible mandril. The mandril was made so that after the carbon fiber has hardened the mandril could be removed, however until that time it must be a rigid right cylinder. The method we used was a modified version of what the group at the University of Texas designed. Starting from the inside we have a rod of cold rolled steel. Over this were fit several (4) sleeves which slide down the rod and were evenly spaced along it. Onto these sleeves a pair of aluminum half moons were bolted. The half
moons or ribs were cut so that they would not touch each other or the inner rod. This was very important to assure that they were removable when then were unbolted. Over the ribs were finally placed two rolled pieces of aluminum. A few hose clamps were placed on this outer shell and were pulled tight. The shells should not butt into each other since the inner layer of mylar will shrink and it will not be possible to remove them.

Onto this mandril we can started making our cylinder. This began by spiraling 10 mil mylar over the aluminum. The mylar was pulled very tight as it was wrapped on, and as one goes down the cylinder the hose clamps are removed. Kapton tape secures the mylar from unspiraling. The first layer of mylar gives a nice surface for the rest of the cylinder to be laid down onto and holds the shell of the mandril onto the ribs. Once this was secured at either end, followed the same spiraling procedure but with aluminized mylar.

Next, start placing layers of carbon fiber. The carbon fiber was actually already impregnated with an epoxy so that after curing it becomes rigid and very strong. The fibers were first laid with their strands along the long axis of the cylinder. Then four more layers were put down by spiral wrapping them in alternating directions. This crossing of the carbon fibers matrix lends strength to the structure. After this another spiral wrap of aluminized mylar was applied.

It was then wrapped with plain mylar again. This final wrapping of mylar shrinks on heating and presses the aluminized mylar into the epoxy matrix. The cylinder was placed in a large oven and baked at 250° F for 7 hours. During this time the outer layer of mylar shrinks and pulls the carbon fiber tightly onto the walls of the mandril and pressing the different layers into each other.

A machine shop cut the length from 48 in to the 42.1 in needed. The carbon fiber is a very abrasive material and will dull a normal blade quickly. We found that a carbide tipped
blade will cut nicely and leave a clean smooth surface. It is also a good idea when cutting the cylinder to score the outer mylar with a fine toothed blade. It is very important to leave the outer layer of mylar in place otherwise the outer coating of aluminum will rub off.

Now the mandril can be disassembled and the plain mylar taken off. The overlap of the aluminized mylar should be cut away. The aluminized mylar will be connected electrically with the endcaps and grounded making an effective shield.

Fig C.4 Layers of cylinder in cross section

**Stringing wires**

In stringing the drift chamber several different things are required. First, the wire must not slip or break once it is in place. If it does break, it should be easy to replace. It is also necessary to be sealed gas tight and have the wires be electrically isolated from the chamber. We used a technique for doing this that was adapted from the Mega chamber which is being built at the University of Houston.

A 126 mil diameter hole is drilled into endplates of the chamber into which a Teflon tube which fits snugly into the hole and forms the gas seal is inserted. The tube is hollow and allows the wire through the inside and also has a lip so that when the wire comes out it is threaded through a copper tube resting on the lip. The tube is then crimped in two places
with a pneumatic crimper at 80 psi. The wire is threaded through the other side, put through the copper tube, and tensioned.

The tension is applied in a very simple way. A hemostat is attached to the wire and, from this, a weight is suspended. The sense wire is 1.3 mil stableohm tensioned at 65 g. The HV wire is 5 mil stainless steel wire with gold plating tensioned at 60 g. After the tension is set the opposite copper tube is slid into place and crimped.

The value for the tension was chosen by finding the tension at which the wire, broke for the stableohm, or slipped out of the crimp for the hv wire, finding the tension that was needed to keep the wire from being moved by the electrostatic field, and then choosing a tension in the middle of those two. The crimping pressure was chosen in a similar manner. The most important thing was to crimp it as tight as possible to keep the wire from slipping out yet to not make the pressure so great that it pinched off the wire inside the copper tube. Since the crimper is not able to crush the copper tube, we ended up using the maximum rated pressure for the crimper. This is also a function of how the jaws of the crimper are ground and if the crimping area is decreased the operation pressure will also have to be decreased.
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