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Abstract

We consider the solution of large–scale least squares problems where the coefficient matrix comes from the discretization of an ill–posed operator and the right–hand side contains noise. Special techniques known as regularization methods are needed to treat these problems in order to control the effect of the noise on the solution. We pose the regularization problem as a trust–region subproblem and solve it by means of a recently developed method for the large–scale trust–region subproblem. We present numerical results on test problems, an inverse interpolation problem with real data, and a model seismic inversion problem with real data.
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1 Introduction

Discrete forms of ill–posed problems arise when we discretize the continuous operator from an ill–posed problem and introduce experimental data contaminated by noise.
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Trust Regions and Regularization

One of the main sources of ill-posed problems are inverse problems, where we want to determine the internal structure of a system from the response of the system to external stimuli. Inverse problems arise in many important applications such as image processing, signal processing, seismic inversion, and medical and seismic tomography. Discrete forms of ill-posed problems are usually formulated as linear systems or least squares problems. The focus of this paper is the numerical treatment of large-scale discrete ill-posed least squares problems.

We consider the problem

\[ \min \| Ax - \tilde{b} \| \quad (1) \]

with \( A \in \mathbb{R}^{m \times n} \) and \( \tilde{b} \in \mathbb{R}^m \), such that \( A \) comes from the discretization of a continuous ill-posed operator and \( \tilde{b} = b + s \), where \( b \) is an exact, unknown data vector and \( s \) is a random vector of uncorrelated noise. The norm is the Euclidean norm throughout the paper.

We will assume that the matrix \( A \) in problem (1) is large and might not be available explicitly but the action of \( A \) and \( A^T \) on vectors of the appropriate dimensions is known. We will also assume that errors in \( A \), due to discretization or finite-precision representation, are small in comparison to the noise in the right-hand side. Finally, we will not assume any particular structure for \( A \).

If a reasonably accurate discretization is used, the matrix \( A \) will be highly ill-conditioned with a singular spectrum that decays to zero gradually, a large cluster of small singular values, and high-frequency components of the singular vectors associated with small singular values. If, in addition, the Discrete Picard Condition \([9]\) holds, we have that components of the exact data vector \( b \) in the direction of the left singular vectors, decay to zero faster than the singular values of \( A \), while components of the noise vector \( s \) remain constant. Therefore, components corresponding to small singular values are magnified by the noise.

As a consequence of the ill-conditioning of the matrix \( A \) and the presence of noise in the right-hand side, standard methods on problem (1) produce meaningless solutions with extremely large norm. Therefore, to solve these problems, we need to use special techniques known as regularization or smoothing methods. These methods aim to recover information about the desired solution of the unknown problem with exact data from the solution of a better conditioned problem that is related to the problem with noisy data but incorporates additional information about the desired solution. The formulation of this new problem involves a special parameter known as the regularization parameter, used to control the effect of the noise on the solution. Excellent surveys on regularization methods can be found for example in \([8], [11]\) and more recently in \([19]\).

While there are many alternatives for small to medium-scale problems, large-scale problems remain a challenge. However, in recent years some interesting methods have been proposed, such as the method of Golub and von Matt \([7]\), the
method of Björck, Grimme and van Dooren [3], the method of Calvetti, Reichel and Zhang [4], as well as several variants of the Conjugate Gradient Method on the Normal Equations, including the use of preconditioners chosen according to the structure of the problem, [13], [15] and [18].

The most common approach in real applications is to apply the Conjugate Gradient Method to the Normal Equations, relying on observed intrinsic regularization properties of the method. However, this approach lacks a systematic termination criterion and as a consequence, the approximate solution must be visually inspected at each iteration to determine when to stop.

In this paper we apply a recently developed method [22] for the large-scale trust-region subproblem to the regularization of discrete forms of ill-posed problems from a variety of applications. The method relies on matrix-vector products only, has low and fixed storage requirements, robust stopping criteria and computes both a solution and the corresponding Tikhonov regularization parameter. Most of the results presented here are based on the work in [21]. The organization of the paper is the following. In Section 2 we describe our regularization approach and show its connection with Tikhonov regularization and with the trust-region subproblem. In Section 3 we describe the structure of the trust-region subproblem and show its special properties in the discrete ill-posed case. In Section 4 we describe the method LSTRS from [22] and discuss the issues related to ill-posed problems. In Section 5 we present numerical results of LSTRS on regularization problems, including test problems from the Regularization Tools package [10], an inverse interpolation problem with real data, and a model seismic inversion problem. We present some conclusions in Section 6.

2 Regularization through Trust Regions

As we mentioned before, regularization involves the formulation of an auxiliary problem related to both the original problem with exact data and the problem with noisy data. One of the most popular regularization approaches is the classical Tikhonov regularization approach [25] in which the auxiliary problem is the following

$$\min \ ||Ax - \overline{b}||^2 + \varepsilon^2 ||Lx||^2,$$

where $\varepsilon^2 > 0$ is the regularization parameter. This parameter acts as a penalty parameter on either the norm of the solution when $L = I$, or the smoothness of the solution when $L \neq I$ is a discrete form of first derivative. If $L$ is nonsingular then a change of variables yields an equivalent problem with $L = I$. We will assume this is the case throughout the paper.

Observe that for a given $\varepsilon$, problem (2) becomes a damped least squares problem that we can solve with standard numerical linear algebra techniques for medium
Trust Regions and Regularization

and large-scale problems (cf. [6]). However, determining an optimal value for the Tikhonov regularization parameter is usually as difficult as the original problem and most of the methods currently available require the solution of several problems of type (2) for different values of the parameter. An exception to this situation is the method of Calvetti, Reichel and Zhang [4] where there is an elegant way of computing the parameter given the noise level in the data.

In this work we use an equivalent formulation of problem (2), as a quadratically constrained least squares problem

\[ \min \| Ax - \tilde{b} \| \]
\[ \text{s.t.} \| x \| \leq \Delta \]  

where \( \Delta > 0 \). Assuming \( \tilde{b} \not\in \mathcal{R}(A) \), any feasible point is a regular point and therefore the KKT conditions for a minimizer are \(( A^T A - \lambda_s I ) x_s = -A^T \tilde{b} \), \( \lambda_s \leq 0 \), and \( \lambda_s (\| x_s \| - \Delta) = 0 \). And observe that since (3) is a convex quadratic problem, these conditions are both necessary and sufficient. Equivalence with problem (2) follows directly by setting the optimal value of the Tikhonov regularization parameter equal to minus the optimal Lagrange multiplier for the quadratically constrained least squares problem, i.e. \( \varepsilon^*_s = -\lambda_s \).

While Tikhonov regularization involves the computation of a parameter with no a priori physical meaning, the quadratically constrained least squares formulation has the advantage that, in some applications, the physical properties of the problem determine an optimal value for the norm constraint \( \Delta \). This is the case, for example, in image restoration where \( \Delta \) represents the energy of the target image.

An additional advantage of the quadratically constrained least squares formulation is that (3) is a special case of a well-known problem in optimization, namely, the problem of minimizing a quadratic on a sphere or trust-region subproblem

\[ \min \frac{1}{2} x^T H x + g^T x \]
\[ \text{s.t.} \| x \| \leq \Delta \]

where \( H \in \mathbb{R}^{n \times n} \), \( g \in \mathbb{R}^n \) and \( \Delta > 0 \). Problem (3) is a special case of (4) when \( H = A^T A \) and \( g = -A^T \tilde{b} \).

The high degree of structure of the trust-region subproblem leads to strong theoretical properties and makes it possible to design efficient solution methods. Therefore we shall formulate the regularization problem as a trust-region subproblem.
3 The Trust–Region Subproblem

3.1 Structure of Problem

A first observation about the trust–region subproblem is that it always has a solution. A not so obvious and quite remarkable fact about the problem is the existence of a characterization of its solutions. The result is contained in the following Lemma from [23].

Lemma 3.1 ([23]) A feasible vector \( x_* \) is a solution to (4) with corresponding Lagrange multiplier \( \lambda_* \) if and only if \( x_* , \lambda_* \) satisfy \( (H - \lambda_* I)x_* = -g \) with \( H - \lambda_* I \) positive semidefinite, \( \lambda_* \leq 0 \) and \( \lambda_* (\Delta - \| x_* \|) = 0 \).

Proof. See [23].

The optimality conditions imply that all the solutions of the trust–region subproblem are of the form \( x = -(H - \lambda I)^+ g + z \) for \( z \in \mathcal{N}(H - \lambda I) \). These solutions may lie in the interior or on the boundary of the feasible set. There are no solutions on the boundary if and only if \( H \) is positive definite and \( \| (H^{-1} g) \| < \Delta \) (see [17]). In this case, the unique interior solution is \( x = -(H^{-1} g) \) with Lagrange multiplier \( \lambda = 0 \). Boundary solutions satisfy \( \| x \| = \Delta \) with \( \lambda \leq \delta_1 \), where \( \delta_1 \) is the smallest eigenvalue of \( H \). The case \( \lambda = \delta_1 \) can only occur if \( g \perp S_1 \) where \( S_1 \equiv \mathcal{N}(H - \delta_1 I) \) and \( \|(H - \delta_1 I)^+ g\| \leq \Delta \). This corresponds to the so-called hard case, which poses great difficulties for the numerical solution of the trust–region subproblem since in this case it is necessary to compute an approximate eigenvector associated with the smallest eigenvalue of \( H \). Moreover, in practice \( g \) will be nearly orthogonal to \( S_1 \) and we can expect greater numerical problems in this case. We call this situation a near hard case, and since whenever \( g \perp S_1 \) there is the possibility for the hard case to occur, we call this a potential hard case. We show in §3.2 that the potential hard case and near hard case are precisely the common cases for discrete ill–posed problems.

The conditions in Lemma 3.1 are computationally attractive since they provide a means for reducing the problem of computing boundary solutions for the trust–region subproblem from an \( n \)-dimensional problem to a zero–finding problem in one variable. We can accomplish this for example, by solving the secular equation

\[
\Delta - \| x \| = 0
\]

monitoring \( \lambda \) so \( H - \lambda I \) is positive semidefinite. Assuming that we can compute the Cholesky factorization of \( H - \lambda I \) then Newton’s method is particularly efficient for solving an equation equivalent to (5). This approach, due to Moré and Sorensen [17], is the method of choice whenever it is possible to compute the Cholesky factorization of matrices of the form \( H - \lambda I \). However, in some applications this computation
may be prohibitive either because of storage considerations or because the matrix \(H\) is not explicitly available. Therefore, we need other strategies to treat the problem in those cases.

### 3.2 Discrete Ill-Posed Trust-Region Subproblem

We now study the trust-region subproblem in the special case when \(H = A^T A\) and \(g = -A^T \tilde{b}\), where \(A\) comes from the discretization of a continuous ill-posed operator and \(\tilde{b}\) contains noise. We will show that the potential hard case is the common case for these problems and also that it will occur in a *multiple* instance, with \(g\) orthogonal to the eigenspaces associated with several of the smallest eigenvalues of \(H\). This follows from the following result.

**Lemma 3.2** Let \(H = A^T A\) and \(g = -A^T \tilde{b}\), with \(\tilde{b} = b + s\). Suppose \(\sigma_k\) is the \(k\)th largest singular value of \(A\) with multiplicity \(m_k\). Suppose \(u_j, v_j, 1 \leq j \leq m_k\) are left and right singular vectors associated with \(\sigma_k\). Then

\[
g^T v_j = -\sigma_k (u_j^T b + u_j^T s).
\]

**Proof.** The result follows directly assuming \(A = U \Sigma V^T\) is a singular value decomposition of \(A\), since this yields \(g = -V \Sigma U^T \tilde{b}\) with \(V\) orthogonal. \(\square\)

Lemma 3.2 implies that if \(\sigma_k\) is very small then \(g\) will be nearly orthogonal to the subspace spanned by the right singular vectors associated with \(\sigma_k\), regardless of the noise level in \(\tilde{b}\). For large noise level and \(\sigma_k\) not so small, \(g\) will not be nearly orthogonal to that space. In discrete ill-posed problems, the matrix \(A\) has a large cluster of very small singular values and therefore we can expect \(g\) to be nearly orthogonal to the right singular vectors associated with such singular values. Since these vectors are eigenvectors corresponding to the smallest eigenvalues of \(A^T A\), this means that \(g\) will be orthogonal to the eigenspaces corresponding to several of the smallest eigenvalues of \(A^T A\) and that the potential hard case will occur in a *multiple* instance. Figure 1 illustrates this situation for problem **foxgood** from the Regularization Tools package by Hansen [10]. The problem is of dimension 300 and in the logarithmic plot we observe that \(g^T v_k\) is of order \(10^{-15}\) for approximately 292 eigenvectors.

### 4 LSTRS for Discrete Ill-Posed Problems

In this section we give a brief description of the method LSTRS from [22] and discuss the advantages of using this method for solving large-scale discrete ill-posed trust-region subproblems. LSTRS is based on formulating the trust-region subproblem as
Figure 1: Orthogonality of $g$ with respect to the eigenvectors of a discretized ill-posed operator.

a parameterized eigenvalue problem. Such formulation comes from the observation that for $\alpha = \lambda_* - g^T x_*$, problem (4) is equivalent to

$$\begin{align*}
\min \quad & \frac{1}{2} y^T B_0 y \\
\text{s.t.} \quad & y^T y \leq 1 + \Delta^2, \quad \epsilon_1^T y = 1,
\end{align*}$$

(6)

where $\epsilon_1$ is the first canonical unit vector in $\mathbb{R}^{n+1}$ and $B_0 = \begin{pmatrix} \alpha & g^T \\ g & H \end{pmatrix}$. The solution of the trust-region subproblem consists of the last $n$ components of the solution of problem (6).

Problem (6) suggests that if we know the optimal value for $\alpha$, we can solve the trust-region subproblem by solving an eigenvalue problem for the smallest eigenvalue of $B_0$ and an eigenvector with special structure. To see this, observe that if $\{\lambda, (1, x^T)^T\}$ is an eigenpair of $B_0$ then

$$\begin{pmatrix} \alpha & g^T \\ g & A \end{pmatrix} \begin{pmatrix} 1 \\ x \end{pmatrix} = \begin{pmatrix} 1 \\ x \end{pmatrix} \lambda$$

which is equivalent to

$$\alpha - \lambda = -g^T x \quad \text{and} \quad (H - \lambda I)x = -g.$$  

(7)
If \( \lambda \) is the smallest eigenvalue of \( B_\alpha \) and since the eigenvalues of \( H \) interlace the eigenvalues of \( B_\alpha \) by Cauchy Interlace Theorem (cf. [20]), then \( H - \lambda I \) is positive semidefinite. Therefore, we have that two of the optimality conditions in Lemma 3.1 are satisfied in this case. If in addition, \( \lambda \leq 0 \) and \( \|x\| = \Delta \), we will have a solution for the trust–region subproblem.

LSTRS consists in iteratively adjusting the parameter \( \alpha \) to drive it towards the optimal value \( \alpha_* = \lambda_* - g^T x_* \). This is accomplished in the following way. Let \( \phi(\lambda) = -g^T x \) for \( x \) satisfying \( (H - \lambda I)x = -g \), and note that \( \phi'(\lambda) = x^T x \). Both \( \phi \) and \( \phi' \) are rational functions with poles at a subset of the eigenvalues of \( H \), and Figure 2 illustrates the typical behavior of \( \phi(\lambda) \). The LSTRS iteration is based on approximately solving the secular equation (5), using rational interpolation on \( \phi \) and \( \phi' \). Observe that, in view of (7), we can obtain convenient interpolation points by solving eigenvalue problems for the smallest eigenvalue of \( B_\alpha \), for different values of the parameter \( \alpha \). LSTRS computes the interpolation points in this way, using the Implicitly Restarted Lanczos Method (IRLM) [24] as implemented in ARPACK [16] to solve the eigenvalue problems. The IRLM has fixed storage requirements and relies upon matrix–vector products only, features that make it suitable for large–scale problems.

![Secular Function \( \phi(\lambda) \)](image)

Figure 2: Function \( \phi(\lambda) \).

The strategy described above works as long as the smallest eigenvalue of \( B_\alpha \) has a corresponding eigenvector that can be safely normalized to have first component
one. The adjustment of the parameter becomes very difficult in the hard case and near hard case since in these situations the smallest eigenvalue of $B_0$ might not have a corresponding eigenvector with the desired structure. Moreover, in the near hard case $\delta_1$ is a weak pole of $\phi(\lambda)$ and the function becomes very steep around this value as we can observe in Figure 3. This makes the interpolation problem very ill-conditioned as we can observe in Figure 3. LSTRS relies on the complete characterization of the hard case given in [21] to proceed with the iteration even when the desired eigenvector cannot be normalized to have first component one, and to compute nearly optimal solutions in any instance of the hard case including multiple occurrences as in ill-posed problems. Figure 4 shows a plot of the function $\phi(\lambda)$ for a viscoacoustic wave equation, where we can observe the multiple occurrence of the (potential) near hard case.

![Figure 3: Function $\phi(\lambda)$ in the near hard case.](image)

From the above presentation we see that LSTRS has desirable features for solving large-scale trust-region subproblems in general, and for handling discrete ill-posed problems in particular. This is not surprising since the regularization problems were part of the motivation for developing the method. However, there are some issues that must be taken into account when implementing LSTRS to treat ill-posed problems. As we saw in Section 2, for these problems, the smallest eigenvalues of $H$ are clustered and close to zero and because of the interlacing property the smallest eigenvalues of $B_0$ will also be clustered and small for certain
values of $\Delta$. Computing small eigenvalues with a method that relies on matrix-vector products with the original matrix is likely to fail since the multiplication will annihilate components precisely in the direction of the eigenvectors of interest. For this reason a Tchebyshev preconditioner was used to map the small eigenvalues to more significant values. In this approach instead of the eigenvalues of a given matrix $B$, we compute the eigenvalues of $T_n(B)$ where $T_n(z)$ is a Tchebyshev polynomial of degree $n$. The eigenvectors of $B$ are then recover via Rayleigh quotient. Another issue for ill-posed problems concerns the computation of clustered eigenvalues which poses difficulties for any Lanczos-type method. We have not addressed this problem yet.

The occurrence of an interior solution when $A^T A$ is positive definite in regularization problems deserves a special comment. In this case the solution of the trust-region subproblem corresponds to the least squares solution of the original problem. This solution is contaminated by noise and is of no interest. When we detect an interior solution we have taken the simple approach of reducing the trust-region radius and restart the method. It is worth noticing that if we knew that the noise level in the data is low, then if $\lambda$ is close to zero when we detect an interior solution, we could approximate the least squares solution by $x$ satisfying (7) since this would be a reasonable approximation to $x = -H^{-1}g$. Note that in this case it would not be necessary to solve a linear system to obtain the solution.
5 Numerical Results

In this section we present numerical experiments to illustrate the performance of LSTRS on regularization problems from different sources, including both test problems and real applications. We used a Matlab version of LSTRS running under MATLAB 5.3 using Mexfile interfaces to access ARPACK [16] and also the routines to compute matrix-vector products in some of the examples. We ran our experiments on a SUN Ultrasparc 2 with a 200 MHZ processor and 256 Megabytes of RAM running Solaris 5.6. The floating point arithmetic was IEEE standard double precision with machine precision $2^{-52} \approx 2.2204 \cdot 10^{-16}$.

We present three sets of experiments. In §5.1 we describe the results obtained on test problems from the Regularization Tools package [10]. In §5.2 we present an inverse interpolation problem on real data. In §5.3 we present a model seismic inversion problem on a standard data set.

5.1 Problems from the Regularization Tools package

In this section we will present the results of LSTRS on problems from the Regularization Tools package [10]. This package consists of a set of Matlab routines for the analysis of discrete ill-posed problems along with test problems that are easy to generate. All the test problems come from the discretization of a Fredholm integral equation of the first kind

$$\int_a^b K(s, t) f(t) dt = g(s),$$

where $K(s, t)$ is the kernel. The problem is to compute the unknown function $f(t)$ given $g(s)$ and $K(s, t)$.

In all cases we solve a quadratically constrained least squares problem (3) where $A$ comes from the discretization of $K(s, t)$ and $b = g(s_i)$ at discrete points $s_i \in [a, b]$. In most cases, $Ax$ was different from $b$. Unless otherwise specified we used $\Delta = \|x_{IP}\|$ as trust-region radius. When available, $x_{IP}$ is the exact solution $f(t)$ evaluated at discrete points $t_i \in [a, b]$. In ARPACK, we used nine Lanczos basis vectors with seven shifts on each implicit restart. The required accuracy for the eigenpairs was $10^{-2}$. The initial vector for the Lanczos factorization was a randomly generated vector that remains fixed in all the experiments. We solved the trust-region subproblems to a relative accuracy of $\left|\frac{\|x\|-\Delta}{\Delta}\right| < 10^{-2}$. We also solved the problems to a higher accuracy but this was computationally more expensive and did not seem to improve the accuracy of the regularized solution $x$ with respect to the exact solution $x_{IP}$. In Table 1, we present the results for a subset of problems from [10].

Several observations are in order about Table 1. In the first place we observe on the third and fourth column that in all cases, LSTRS solved the trust-region
subproblem to the prescribed accuracy. The quality of the regularized solution or a measure of how well this solution approximates the exact solution \( x_{IP} \) is reported in the fifth column. We see that in most cases we obtain a reasonable agreement with relative errors of order 10^{-2}. For problems ill-conditioned \textit{heat} (inverse heat equation) and \textit{ilaplace} (inverse Laplace transformation), the error is higher and since in these cases we have a highly oscillatory solution, this suggests that we should solve the trust-region subproblem with a constraint of the form \( k \| x \| \) for a differential operator \( L \). For these problems, our interest was to test LSTRS and not the regularization approach, and therefore we did not analyze each problem separately. We also observe that although the number of matrix-vector products is not too low in comparison with the dimension of the problem, this number does not seem to increase significantly with the dimension and in some cases it actually decreases.

### 5.2 An Inverse Interpolation Problem

The 2-D linear interpolation problem consists in using a linear interpolant to find the values of a function at arbitrary points given the values of the function at equally spaced points. If \( A \in \mathbb{R}^{m \times n} \) represents the interpolant and \( c \in \mathbb{R}^n \) contains the irregular spaced points then the values of the function at \( c \) are given by \( z = Ac \).

A more interesting problem is the inverse interpolation problem: finding the values of the function on a regular grid of points from which we can extract given values of the function at irregularly spaced points by linear interpolation. We can pose the 2-D inverse interpolation problem as a least squares problem

\[
\min_{x \in \mathbb{R}^n} \| Ax - b \| \tag{8}
\]

where \( A \in \mathbb{R}^{m \times n} \) is the 2-D linear interpolant and \( b \in \mathbb{R}^m \) contains the function values at irregular spaced points.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Dim.</th>
<th>( \Delta )</th>
<th>( | x | )</th>
<th>( \frac{| x - x_{IP} |}{| x_{IP} |} )</th>
<th>MV Prods.</th>
<th>Iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ill heat</td>
<td>300</td>
<td>4.2631</td>
<td>4.2527</td>
<td>3.5684e-01</td>
<td>1721</td>
<td>8</td>
</tr>
<tr>
<td>ill heat</td>
<td>1000</td>
<td>7.7829</td>
<td>7.7497</td>
<td>2.6900e-01</td>
<td>967</td>
<td>8</td>
</tr>
<tr>
<td>Well heat</td>
<td>300</td>
<td>4.2631</td>
<td>4.2958</td>
<td>9.1853e-02</td>
<td>1049</td>
<td>4</td>
</tr>
<tr>
<td>ilaplace</td>
<td>195</td>
<td>2.7629</td>
<td>2.7362</td>
<td>1.8537e-01</td>
<td>349</td>
<td>4</td>
</tr>
<tr>
<td>parallax</td>
<td>300</td>
<td>5.0000</td>
<td>5.0421</td>
<td>–</td>
<td>869</td>
<td>10</td>
</tr>
<tr>
<td>phillips</td>
<td>300</td>
<td>2.9999</td>
<td>2.9869</td>
<td>2.6883e-02</td>
<td>521</td>
<td>6</td>
</tr>
<tr>
<td>phillips</td>
<td>1000</td>
<td>3.0000</td>
<td>2.9839</td>
<td>3.3607e-02</td>
<td>575</td>
<td>6</td>
</tr>
<tr>
<td>shaw</td>
<td>300</td>
<td>17.2893</td>
<td>17.2467</td>
<td>6.0625e-02</td>
<td>510</td>
<td>6</td>
</tr>
<tr>
<td>shaw</td>
<td>1000</td>
<td>31.5659</td>
<td>31.6002</td>
<td>5.2847e-02</td>
<td>423</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: Results of LSTRS on test problems from the Regularization Tools package.
To illustrate the performance of LSTRS on this kind of problem we will use the example of constructing a depth map of the Sea of Galilee, a fresh water lake in Israel. The data consists of triplets $x_i, y_i, z_i, i = 1, \ldots, 132044$ representing coordinates on the plane and depth, respectively. The data was collected from a ship using an echo sounder. There is noise in the data coming from different sources, including malfunctioning equipment that reported zero depths at points in the middle of the lake and the fact that the measurements were taken at different times of the year and therefore varied greatly from rainy season to dry season. A complete description of the data acquisition process can be found in [1]. In Figure 5 we show a view from above of a 3-D plot of the original data. The straight lines we observe in the figure are the measuring tracks, i.e. the data acquisition process was an additional source of noise. As Clärbout points out in [5], an image of the sea should not include those lines.

![Figure 5](image)

**Figure 5**: Sea of Galilee from the original data.

In our experiments the size of the grid was $n = 201 \times 201 = 40401$ and this is the number of unknowns when the 2-D grid is represented as a one-dimensional vector. The number of rows in $A$ was $m = 132044$. This matrix was ill-conditioned and was not available explicitly, but we could compute the action of $A$ and $A^T$ on vectors by
means of FORTRAN routines. In all the experiments, we set \( \varepsilon_\Delta = 10^{-3} \). The size of the Lanczos basis was five and we applied three shifts on each implicit restart. Therefore, the storage requirement was essentially five vectors of length 40401.

We posed the trust-region subproblem as

\[
\min \quad \frac{1}{2} x^T A^T A x - (A^T b)^T x \\
\text{s.t.} \quad \|Lx\| \leq \Delta
\]

where \( L \) is either the identity matrix or a Helmholtz operator. We ran several experiments for different trust-region radii since in this application we did not have \textit{a priori} information about the size or smoothness of the desired solution. Figure 6 shows the result for \( \Delta = 6000 \) and \( L = I \), which we call a standard trust-region subproblem. We see that this image still shows the measurement tracks and does not reveal any known features of the depth distribution of the lake. The contour plot (not shown) is very rough and presents many oscillations. This suggested the need to introduce a constraint on the smoothness of the solution.

We then solved the trust-region subproblem with \( L = M^p \) a Helmholtz operator, and \( \Delta = 26000 \). Figure 7 shows the solution for \( p = 0.3 \). In this image we were
able to identify some of the features reported in [1], such as the shallow areas in the Northeast, a scarp in the Southeast and a more prominent scarp in the Southwest.

Figure 7: Sea of Galilee, regularizing with constraint on smoothness.

We also tried the approach of solving a standard trust–region subproblem and applying the Helmholtz operator \( \text{a posteriori} \). We call this approach post smoothing. We tried the post smoothing approach with \( p = -1 \), for \( \Delta = 23423 \) which is the norm of \( x \) when \( \|Lx\| = 26000 \) and we obtained an image very similar to the one in Figure 7. We also used this approach for \( \Delta = 6000 \), obtaining the image in Figure 8 which clearly shows the features mentioned before. Table 2 shows that the post smoothing approach is less expensive than using a constraint on the smoothness. There are two reasons for this difference in efficiency. The first one is that the matrix–vector products when \( L = M^p \) are more expensive than the matrix–vector products when \( L = I \). The second reason is that the smallest eigenvalues of \( B_\alpha \) are close to the smallest eigenvalues of \( L^{-1}A^TA^{-1}L^{-1} \) and these are more clustered for \( L = M^p \) than for \( L = I \). This causes slow convergence of the IRLM. We note however, that the cost is not too high in either approach relative to the dimension of the problem.

The post smoothing approach has the drawback that we do not know its physi-
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cal meaning, and a closer look at the result shows that the post smoothing is causing a high degree of perturbation on the depths since the lowest point is known to be at around 256m below sea level and the lowest point in Figure 8 is -45m. Another interesting aspect of this particular regularization approach is that it produces very smooth solutions, which was also noted in [12], and this causes for example the resulting regular grid to miss the true deepest point located approximately at coordinates (207, 247), and yields a deepest point located at approximately (205, 245) for Figure 8. It is quite remarkable though how the known features of the lake are clearly present in this image.

![Figure 8: Sea of Galilee. Regularizing with standard constraint and post smoothing.](image)

5.3 A Model Seismic Inversion Problem

We also solved the quadratically constrained least squares problem (3) where the problem comes from the discretization of the linear viscoacoustic model. As explained in [2], this model describes the behavior of an anelastic fluid, in which the strain response to a change of stress is linear but not completely instantaneous. A relaxation function $G(t, \bar{x})$ is used to express the stress–strain relation. The equa-
tions of motion relate $G(t, \vec{x})$, the material density $\rho(\vec{x})$, the pressure (stress) $p(t, \vec{x})$, the particle velocity, and the body force source $f(t, \vec{x})$ in the following way:

$$p_x(t, \vec{x}) = -\dot{G}(t, \vec{x}) * \nabla \cdot \vec{v}(t, \vec{x}) + f(t, \vec{x})$$

$$\vec{v}_x(t, \vec{x}) = -\frac{1}{\rho(\vec{x})} \nabla p(t, \vec{x})$$

where $p = 0$, $\vec{x} = 0$ for $t \ll 0$.

This equation is used in [2] to model the propagation of waves in aquifer media using the relaxation function for a standard linear fluid. The experiment was performed using the AVO data set [14], a standard data set for testing inversion methods. The dimensions of the problem are $m = n = 121121$. Table 3 shows the result obtained when we used LSTRS to solve the trust-region subproblem to an accuracy of $\frac{\|x\| - \Delta}{\Delta} < 10^{-5}$ using four Lanczos basis vectors. The method is very efficient for small $\Delta$ since in this case the smallest eigenvalue of $B_\alpha$ is well separated from the rest and the IRLM is very efficient for computing it. For larger $\Delta$, the eigenvalues of interest become more clustered and it takes more iterations for the IRLM to converge.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>$\Delta$</th>
<th>$|x|$</th>
<th>LSTRS Iter.</th>
<th>MV Prods.</th>
<th>Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>121121</td>
<td>0.5</td>
<td>0.5</td>
<td>2</td>
<td>15</td>
<td>4 vectors</td>
</tr>
</tbody>
</table>

Table 3: Performance of LSTRS on the viscoacoustic wave equation.

In Table 3 we can observe the low storage and low number of matrix–vectors products required to solve the problem to a very high accuracy.
6 Conclusions

We considered the problem of regularizing large-scale discrete forms of ill-posed problems arising in several applications. We posed the regularization problem as a quadratically constrained least squares problem and showed the relationship of this approach to Tikhonov regularization and to the trust-region subproblem and analyzed the latter in the ill-posed case.

We have presented numerical results obtained when we used the recently developed method LSTRS for the large-scale trust-region subproblem to solve regularization problems from a wide variety of applications including problems with real data. The method requires solving a sequence of large-scale eigenvalue problems which is accomplished with a variant of the Lanczos method.

LSTRS is particularly suitable for large-scale discrete ill-posed problems for which it computed regularized solutions close to the desired exact solution using limited storage and moderate computational effort in general. For real applications the method used both less storage than the Conjugate Gradient method and low number of matrix-vector products, while providing systematic stopping criteria. Therefore, the method showed to be competitive with other techniques for solving these problems in particular when the desired solution has small norm. Large norms give rise to clustered eigenvalues and this poses difficulties for the Lanczos method on which LSTRS relies. An important feature of LSTRS is that it computes both the solution and the Tikhonov regularization parameter from the prescribed norm.

Although further improvement is needed, such as the used of preconditioning for the eigenvalue problems, LSTRS proved to be a promising method for the numerical treatment of large-scale ill-posed problems in which the norm of the desired solution is prescribed.
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