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Abstract. In this paper a family of trust–region interior–point SQP algorithms for the solution of a class of minimization problems with nonlinear equality constraints and simple bounds on some of the variables is described and analyzed. Such nonlinear programs arise e.g. from the discretization of optimal control problems. The algorithms treat states and controls as independent variables. They are designed to take advantage of the structure of the problem. In particular they do not rely on matrix factorizations of the linearized constraints, but use solutions of the linearized state equation and the adjoint equation. They are well suited for large scale problems arising from optimal control problems governed by partial differential equations.

The algorithms keep strict feasibility with respect to the bound constraints by using an affine scaling method proposed for a different class of problems by Coleman and Li and they exploit trust–region techniques for equality–constrained optimization. Thus, they allow the computation of the steps using a variety of methods, including many iterative techniques.

Global convergence of these algorithms to a first–order KKT limit point is proved under very mild conditions on the trial steps. Under reasonable, but more stringent conditions on the quadratic model and on the trial steps, the sequence of iterates generated by the algorithms is shown to have a limit point satisfying the second–order necessary KKT conditions. The local rate of convergence to a nondegenerate strict local minimizer is q–quadratic. The results given here include as special cases current results for only equality constraints and for only simple bounds.

Numerical results for the solution of an optimal control problem governed by a nonlinear heat equation are reported.
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1. Introduction. In this paper we introduce and analyze a family of algorithms for the solution of an important class of minimization problems which often arise from the discretization of optimal control problems. These problems are specially structured nonlinear programming problems of the following form:

\[
\begin{align*}
\text{minimize} \quad & f(y, u) \\
\text{subject to} \quad & C(y, u) = 0, \\
& u \in \mathcal{B} = \{ u : a \leq u \leq b \},
\end{align*}
\]

where \( y \in \mathbb{R}^m \), \( u \in \mathbb{R}^{n-m} \), \( a \in (\mathbb{R} \cup \{-\infty\})^{n-m} \), and \( b \in (\mathbb{R} \cup \{+\infty\})^{n-m} \). The functions \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) and \( C : \mathbb{R}^n \rightarrow \mathbb{R}^m \), \( m < n \), are assumed to be at least continuously differentiable.
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As indicated above, minimization problems of the form (1.1) often arise from the discretization of optimal control problems. In this case \( y \) is the vector of state variables, \( u \) is the vector of control variables, and \( C(y, u) = 0 \) is the discretized state equation. Other applications, which might be viewed as special optimal control problems include optimal design and parameter identification problems. Minimization problems (1.1) originating from optimal control problems governed by large systems of ordinary differential equations, or partial differential equations are the targets of the algorithms in this paper.

Although there are algorithms available for the solution of nonlinear programming problems that are more general than (1.1), the family of algorithms presented in this paper is unique in the consequent use of structure inherent in many optimal control problems, the use of optimization techniques successfully applied in other contexts of nonlinear programming, and the rigorous theoretical justification.

Our algorithms are based on sequential quadratic programming (SQP) methods and use trust-region interior-point techniques to guarantee global convergence and to handle the bound constraints on the controls. SQP methods find a solution of the nonlinear programming problem (1.1) by solving a sequence of quadratic programming problems. It is known, see e.g. [37], [38], that the structure of optimal control problems can be used to implement and analyze SQP methods. In particular, to implement SQP methods, it is sufficient to compute quantities of the form \( C_y(y, u)v_y \), \( C_y(y, u)^T v_y \), \( C_u(y, u)v_u \), \( C_u(y, u)^T v_u \), and to compute solutions of the linearized state equation \( C_y(y, u)v_y = r \), and of the “adjoint equation” \( C_y(y, u)^T v_y = r \). Here \( C_y \) and \( C_u \) denotes the derivatives of \( C \) with respect to \( y \) and \( u \). This is an important observation, because these are tasks that arise naturally in the context of optimal control problems. All of the early SQP algorithms, and many of the recent ones rely on matrix factorizations, like sparse LU decompositions, of the Jacobian \( J(x) \) of \( C(x) \). For the applications we have in mind this is not feasible. Often, the involved matrices are too large to perform such computations and very often these matrices are not even available in explicit form. On the other hand, matrix-vector multiplications \( C_y(x)v_y \), \( C_y(x)^T v_y \), \( C_u(x)v_u \), \( C_u(x)^T v_u \) can be performed and efficient solvers for the linearized state equation \( C_y(x)v_y = r \), and the adjoint equation \( C_y(x)^T v_y = r \) often are available. For example, the partial Jacobian \( C_y(x) \) in the application treated in Section 11 has a block bidiagonal structure with diagonal matrices being tridiagonal. Thus, while the Jacobian is large, the solution of the linearized state equation or the adjoint equation can be done by block forward substitution or block backward substitution, respectively. In each substitution step, only a relatively small system with tridiagonal system has to be solved. This is typical for many applications, in particular those in dynamical systems. Many SQP based codes for optimal control problems governed by ODEs or DAEs exploit this structure efficiently in their numerical linear algebra. See, e.g., [1], [2], [42], [58], [62] and the references therein. For many applications, in particular those governed by PDEs, such factorizations of the Jacobian \( J(x) \) of \( C(x) \) are not feasible from a practical point of view, but solution techniques for \( C_y(y, u)v_y = r \) and \( C_y(y, u)^T v_y = r \) are available. This has motivated us to require only this information and to design a practicable algorithm that disjoints the particular equation solver from the optimization algorithm. In the presence of bound constraints, this task goes well beyond the mere replacement of matrix factorizations by black-box solvers. The implementation of our algorithm is given in [16].

A purely local analysis for the case with no bounds constraints has being given in [34], [36], [37], [39]. However, we consider here the much more difficult issue of incorporating all this structure into an algorithm that converges globally and handles bound constraints on the control variables.
The global convergence of our algorithms is guaranteed by a trust-region strategy. In our framework the trust region serves a dual purpose. Besides ensuring global convergence, trust regions also introduce a regularization of the subproblems which is related to the Tikhonov regularization. For the solution of optimal control problems, the partitioning of the variables into states $y$ and controls $u$ motivates a partial decoupling of step components that leads to interesting alternatives for the choice of the trust region. In Sections 5.2.1 and 5.2.2 we will introduce a decoupled and a coupled trust-region approach. As indicated by the names, in the decoupled approach the trust region will act on step components separately. This allows a more efficient implementation of algorithms for the computation of these steps. However, for problems with ill-conditioned state equations, this decoupling does not give an accurate estimate of the size of the steps and might lead to poor performance. In this situation the coupled approach is better, and so we include both.

For the treatment of the bound constraints on $u$ we use an affine scaling interior-point method introduced by Coleman and Li [13] for problems with simple bounds. Interior-point approaches are attractive for many optimization problems with a large number of bounds, including the structured problem (1.1). In our context, the affine scaling interior-point method is also of interest, because it does not interfere with the structure of the problem (1.1). To apply this method, no information in addition to that needed for the case without bound constraints is required from the user. This or similar interior-point approaches have recently also been used, e.g., in [6], [14], [43], [44], [50]. The advantage of the approach in [13] is that the scaling matrix is determined by the distance of the iterates to the bounds and by the direction of the gradient. This dependence on the direction of the gradient is important for global convergence and its good effect can be seen in numerical examples, see e.g., Figures 11.1 and 11.2.

Another important issue, that is addressed in the implementations of the algorithms presented in this paper is the problem scaling inherent in optimal control problems. As we have pointed out, the problems we are primarily interested in are discretizations of optimal control problems governed by partial differential equations. The infinite dimensional problem structure greatly influences the finite dimensional problem. In our implementation, we take this into account by choosing scalar products for the states $y$, the controls $u$, and the duality pairing needed to represent $\lambda^T C(y, u)$ that are discretizations of proper infinite dimensional ones. It is beyond the scope of this paper to give a comprehensive theoretical study of these issues, but it is important to notice that the formulation of the algorithms discussed here fully support the use of such scalar products without any changes. This is a great advantage. In some of our numerical experiments [11], [30] this improved the performance of our algorithms significantly, it avoided artificial ill-conditioning, and it enhanced the quality of the solution computed for a given stopping tolerance. Moreover, our numerical experiments also indicate the mesh independent behavior of our algorithms when this type of scaling is used.

We believe that the features and strong theoretical properties of these algorithms make them very attractive and powerful tools for the solution of optimal control problems. They have been successfully applied to a boundary control problem, see Section 11, a distributed nonlinear elliptic control problem [31], and optimal control problems arising in fluid flow [11], [30]. The software that produced these results currently is being beta-tested with the intent of electronic distribution [16].

Before we give an outline of this paper, it is worth discussing the relationship between the constrained minimization problem (1.1) and an equivalent reduced problem. Under the assumptions of the Implicit Function Theorem it is possible to solve $C(y, u) = 0$ for $y$. This defines a smooth
function $y(u)$ and allows us to reduce the minimization problem (1.1). The reduced problem is given by

$$\begin{align*}
\text{minimize} & \quad \tilde{f}(u) \equiv f(y(u), u) \\
\text{subject to} & \quad u \in B = \{u : a \leq u \leq b\}.
\end{align*}$$

(1.2)

This leads to the so-called black box approach in which the nonlinear constraint $C(y, u) = 0$ is not visible to the optimizer. Its solution is part of the evaluation of the objective function $\tilde{f}(u)$. The reduced problem can be solved by a gradient or a Newton–like method. For optimal control problems, many algorithms follow this approach. Often, projection techniques are used to handle the box constraints, see e.g. [28], [51].

Recently, so-called all-at–once approaches that treat both $y$ and $u$ as independent variables have been proposed to solve optimal control problems, see e.g. [1], [2], [4], [29], [32], [33], [34], [35], [36], [37], [39], [41], [42], [57], [58], [62].

Since they move towards optimality and feasibility at the same time, they offer significant advantages. SQP methods are of particular interest. They do not require the possibly very expensive solution of the nonlinear state equation in every step, but as indicated above allow use of the structure of optimal control problems. In addition, SQP methods have proven to be very successful for the solution of other nonlinear programming problems. See e.g. [5], [9], [23], [24], [40], [47], [48], [50], [56].

As outlined before, we use SQP based methods for the solution of (1.1), i.e., the all-at–once approach. However, the reduced problem (1.2) is important to us for two reasons. Firstly, the relation between the full problem (1.1) and the reduced problem (1.2) gives important insight into the structure of (1.1) and allows us to extend techniques successfully applied to problems of the form (1.2). Secondly, black box approaches are used very often to solve the problems we have in mind. We want to use this expertise in designing more efficient codes. Specifically, our consequent use of the structure of the optimal control problems leads to our family of trust–region interior–point SQP algorithms. These algorithms only require information that the user has to provide anyway if a black–box approach is used with a Newton–like method for the solution of the nonlinear state equation and adjoint equations techniques for the computation of gradients. Thus we combine the possible implementational advantages of a black–box approach with the generally more efficient all-at–once approach.

It will be seen that in our algorithms the step $s$ is decomposed into two components: $s = s^n + s^t$, where $s^n$ is called the quasi–normal component and $s^t$ is called the tangential component. The role of quasi–normal component $s^n$ is to move towards feasibility. It is of the form $s^n = ((s^n_y)^T 0^T)^T$, where $s^n_y$ is essentially a Newton step for the solution of the nonlinear state equation $C(y, u) = 0$ for given $u$. For most problems of interest here, the computation of a “true” normal component is not practical. The tangential component $s^t$ moves towards optimality. This component is in the null–space of the linearized constraints and it is of the form $s^t = ((-C_y(y, u)^{-1}C_u(y, u)s_u)^T s_u)^T$, where $s_u$ is essentially a Newton–like step for the reduced problem (1.2).

This paper is organized as follows: In Section 2 we discuss the structure of the problem and motivate our SQP approach. We study the relationship between the all-at–once approach based on (1.1) and the black box approach for (1.2) and the relationship between SQP methods for (1.1) and Newton methods for (1.2). For problems without box–constraints these connections are known, but for problems with box–constraints this will reveal useful new information. The first and second order Karush–Kuhn–Tucker (KKT) conditions for (1.1) are stated in Section 3. We will state them
in a nonstandard form that will lead to the scaling matrix used in the affine scaling interior-point approach. In Section 4 we will discuss the application of Newton’s method to the system of nonlinear equations arising from the first-order KKT conditions. This will be important for the derivation of our SQP method. In Section 5 we describe our trust-region interior-point SQP algorithms. Sections 5.1 and 5.2 contain a description of the quasi-normal component and of the tangential component. Using the derivations in Sections 2 and 4 the connections between the quasi-normal component \( s^n \) and the Newton step for the solution of the nonlinear state equation \( C(y, u) = 0 \) for given \( u \) and the relations between the tangential component \( s^t \) and Newton-like steps for the reduced problem (1.2) will be made precise. As noticed previously, the partial decoupling of the step components motivated by the partitioning of the variables into states \( y \) and controls \( u \) and the roles of the decoupled and coupled trust-region approaches will be exposed in Sections 5.2.1 and 5.2.2. A complete statement of the trust-region interior-point SQP algorithms is given in Section 5.4.

The convergence theory for these algorithms is given in Sections 6, 7, 8, and 9. Section 6 contains some technical results. In Section 7 we establish the existence of an accumulation point of the iterates which satisfies the first-order Karush-Kuhn-Tucker (KKT) conditions (Corollary 7.1). This result is established under very mild assumptions on the steps and on the Lagrange multipliers. It simultaneously extends the results presented recently by Coleman and Li [13] for simple bounds and those by Dennis, El-Alem, and Maciel [15] for equality constraints. Under additional conditions on the steps and on the quadratic model, we show that the accumulation point satisfying the first-order necessary KKT conditions also solves the second-order necessary KKT conditions (Theorem 8.2). This latter result simultaneously extends those by Coleman and Li [13] for simple bounds and those by Dennis and Vicente [19] for equality constraints. (See also [65].) Finally, we prove that if the sequence converges to a nondegenerate point satisfying the sufficient second-order KKT conditions, then the rate of convergence is \( q \)-quadratic (Corollary 9.1). Our analysis allows the application of a variety of methods for the computation of the step components \( s^n \) and \( s^t \). In Section 10 we discuss practical algorithms for the computation of trial steps and the multiplier estimates that are currently used in our implementation. Numerical results obtained with our implementation of these algorithms, called TRICE (trust-region interior-point SQP algorithms for optimal control and engineering design problems) [16], are reported in Section 11. Section 12 contains conclusions and a discussion of future work.

We review the notation used in this paper. The vector \( x \) is given by

\[
x = \begin{pmatrix} y \\ u \end{pmatrix}.
\]

The Jacobian matrix of \( C(x) \) is denoted by \( J(x) \). We use subscripted indices to represent the evaluation of a function at a particular point of the sequences \( \{x_k\} \) and \( \{\lambda_k\} \). For instance, \( f_k \) represents \( f(x_k) \), and \( \ell_k \) is the same as \( \ell(x_k, \lambda_k) \). The vector and matrix norms used are the \( \ell_2 \) norms, and \( I_l \) represents the identity matrix of order \( l \). Also \((z)_y \) and \((z)_u \) represent the subvectors of \( z \in \mathbb{R}^n \) corresponding to the \( y \) and \( u \) components, respectively.

2. The structure of the minimization problem. The purpose of this section is to discuss some of the basic relationships between the problem (1.1) and its reduction (1.2). This will introduce fundamental quantities that are needed subsequently and it will support our claim that the basic quantities needed to implement our SQP approach are already available if one uses a gradient or Newton-like method for the solution of the reduced problem (1.2).
The Lagrange function \( \ell : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^n \) associated with the objective function \( f(x) \) and the equality constraint \( C(x) = (c_1(x), \ldots, c_m(x))^T = 0 \) is given by

\[
\ell(x, \lambda) = f(x) + \lambda^T C(x),
\]
where \( \lambda \in \mathbb{R}^m \) are the Lagrange multipliers.

The linearized constraints are given by \( J(x)s = -C(x) \) or equivalently by

\[
\begin{pmatrix}
C_y(x) & C_u(x)
\end{pmatrix}
\begin{pmatrix}
s_y \\
s_u
\end{pmatrix} = -C(x),
\]

We say that

\[
s = \begin{pmatrix} s_y \\ s_u \end{pmatrix}, \quad s_y \in \mathbb{R}^m, \ s_u \in \mathbb{R}^{n-m},
\]
satisfies the linearized state equation if it is a solution to (2.1). If \( C_y(x) \) is invertible, the solutions of the linearized state equation are of the form

\[
s = s^n + W(x)s_u,
\]
where

\[
s^n = \begin{pmatrix} -C_y(x)^{-1}C(x) \\ 0 \end{pmatrix}
\]
is a particular solution and

\[
W(x) = \begin{pmatrix} -C_y(x)^{-1}C_u(x) \\ I_{n-m} \end{pmatrix}
\]
is a matrix whose columns form a basis for the null space \( \mathcal{N}(J(x)) \) of \( J(x) \). One can see that matrix–vector multiplications of the form \( W(x)^T s \) and \( W(x)s_u \) involve only the solution of linear systems with the matrices \( C_y(x) \) and \( C_y(x)^T \). Moreover, the \( y \) component of the particular solution \( s^n \) is just the step that one would compute if one would apply Newton’s method for the solution of the nonlinear equation \( C(y, a) = 0 \) for given \( a \).

The point we want to convey in this section has nothing to do with the presence or absence of the bound constraints \( a \leq u \leq b \). Therefore, for the remainder of this section, we consider the simpler case where there are no bound constraints, i.e., where \( \mathcal{B} = \mathbb{R}^{n-m} \). If we solve (1.1) with \( \mathcal{B} = \mathbb{R}^{n-m} \) by an SQP method, then the quadratic programming subproblem we have to solve at every iteration is of the form

\[
\begin{align*}
\text{minimize} \quad \nabla f(x)^T s + \frac{1}{2}s^T \nabla^2_{xx}\ell(x, \lambda) s \\
\text{subject to} \quad C_y(x)s_y + C_u(x)s_u + C(x) = 0.
\end{align*}
\]

If the reduced Hessian \( W(x)^T \nabla^2_{xx}\ell(x, \lambda)W(x) \) is nonsingular, the solution of (2.4) is given by (2.2) with

\[
s_u = -\left(W(x)^T \nabla^2_{xx}\ell(x, \lambda) W(x)\right)^{-1} W(x)^T \left(\nabla f(x) + \nabla^2_{xx}\ell(x, \lambda)s^n\right).
\]
In practice the Hessian $\nabla^2_{xx} \ell(x, \lambda)$ or the reduced Hessian $W(x)^T \nabla^2_{xx} \ell(x, \lambda) W(x)$ are often approximated using quasi–Newton updates. In the latter case, when an approximation to $\nabla^2_{xx} \ell(x, \lambda)$ is not available, then the “cross–term” $W(x)^T \nabla^2_{xx} \ell(x, \lambda) s^0$ has also to be approximated. This term can be approximated by zero, by finite differences, or by other quasi–Newton approximations, see e.g. [3]. In the case where this cross term is approximated by zero, the right hand side of the linear system (2.5) defining $s_u$ can be written as

$$W(x)^T \nabla f(x) = -C_u(x)^T C_y(x)^T \nabla_y f(x) + \nabla_u f(x).$$

Thus, if the Lagrange multiplier is computed by the adjoint formula

$$(2.6) \quad \lambda = -C_y(x)^T \nabla_y f(x),$$

then

$$W(x)^T \nabla f(x) = C_u(x)^T \lambda + \nabla_u f(x) = \nabla \ell(x, \lambda).$$

Now we turn to the reduced problem with $B = \mathbb{R}^{n-m}$. Suppose there exists an open set $U$ such that for all $u \in U$ there exists a solution $y$ of $C(y, u) = 0$ and such that the matrix $C_y(x)$ is invertible for all $x = (y, u)$ with $u \in U$ and $C(y, u) = 0$. Then the Implicit Function Theorem guarantees the existence of a differentiable function

$$y : U \to \mathbb{R}^m$$

defined by

$$C(y(u), u) = 0$$

and the problem (1.1) can be reduced to (1.2). Since $g(\cdot)$ is differentiable, the function $\hat{f}$ is differentiable and its gradient is given by

$$\nabla \hat{f}(u) = W(y(u), u)^T \nabla f(y(u), u),$$

cf. [29]. Moreover, it can be shown that the Hessian of $\hat{f}$ is equal to the reduced Hessian

$$\nabla^2 \hat{f}(u) = W(y(u), u)^T \nabla^2_{xx} \ell(y(u), u, \lambda) W(y(u), u),$$

provided that the Lagrange multiplier is computed from (2.6).

One can see that the gradient and the Hessian information in the SQP method for (1.1) and in the Newton method for (1.2) are the same if $(y, u)$ solves $C(y, u) = 0$. Thus, if Newton–like methods are applied for the solution of (1.2), then one has all the ingredients available necessary to implement an SQP method for the solution of (1.1). The important difference, of course, is that in the SQP method we do not have to solve the nonlinear constraints $C(y, u) = 0$ at every iteration.

In these considerations we neglected the bound constraints $a \leq u \leq b$. These will be analyzed in the following sections. We already point out that these relationships between (1.1) and (1.2) are basically the same with or without the bound constraints.
3. Optimality conditions. A point \( x^* \) satisfies the first-order Karush–Kuhn–Tucker (KKT) conditions if there exist \( \lambda_* \in \mathbb{R}^m \) and \( \mu^a_*, \mu^b_* \in \mathbb{R}^{n-m} \) such that

\[
C(x^*) = 0, \\
a \leq u_* \leq b, \\
\left( \frac{\nabla_y f(x^*)}{\nabla_u f(x^*)} \right) + \left( \frac{C_y(x^*)^T \lambda_*}{\nabla_u(x^*)^T \lambda_*} \right) - \left( \begin{array}{c} 0 \\ \mu^a_* \end{array} \right) + \left( \begin{array}{c} 0 \\ \mu^b_* \end{array} \right) = 0, \\
((u_*); - a_i)(\mu^a_*); = (b_i - (u_*);)(\mu^b_*); = 0, \quad i = 1, \ldots, n-m, \quad \text{and} \quad \mu^a_* \geq 0, \quad \mu^b_* \geq 0.
\]

These KKT conditions are necessary conditions for \( x^* \) to be a local solution of (1.1). Note that the constraint qualifications are satisfied since the invertibility of \( C_y(x^*) \) and the form of the bound constraints imply the linear independence of the active constraints. Under the assumption of the invertibility of \( C_y(x^*) \), we can rewrite the first-order KKT conditions:

\[
C(x^*) = 0, \\
a \leq u_* \leq b, \\
\lambda_* = -C_y(x^*)^{-T} \nabla_y f(x^*), \\
a_i < (u_*); < b_i \implies (\nabla_u \ell(x^*, \lambda_*)); = 0, \\
(u_*); = a_i \implies (\nabla_u \ell(x^*, \lambda_*)); \geq 0, \quad \text{and} \quad \\
(u_*); = b_i \implies (\nabla_u \ell(x^*, \lambda_*)); \leq 0.
\]

One can obtain a useful form of the first-order KKT conditions by noting that

\[
\nabla_u \ell(x^*, \lambda_*) = \nabla_u f(x^*) + C_u(x^*)^T \lambda_* \\
= \nabla_u f(x^*) - C_u(x^*)^T C_y(x^*)^{-T} \nabla_y f(x^*) \\
= W(x^*)^T \nabla f(x^*).
\]

In other words, \( \nabla_u \ell(x^*, \lambda_*) \) is just the reduced gradient corresponding to the \( u \) variables. Hence \( x^* \) is a first-order KKT point if

\[
C(x^*) = 0, \\
a \leq u_* \leq b, \\
a_i < (u_*); < b_i \implies \left( W(x^*)^T \nabla f(x^*) \right)_i = 0, \\
(u_*); = a_i \implies \left( W(x^*)^T \nabla f(x^*) \right)_i \geq 0, \quad \text{and} \quad \\
(u_*); = b_i \implies \left( W(x^*)^T \nabla f(x^*) \right)_i \leq 0.
\]

Furthermore, \( x^* \) satisfies the second-order necessary KKT conditions if it satisfies the first-order KKT conditions and if the principal submatrix of the reduced Hessian

\[
W(x^*)^T \nabla^2 \ell(x^*, \lambda_*) W(x^*)
\]

corresponding to indices \( i \) such that \( a_i < (u_*); < b_i \) is positive semi-definite, where the multipliers \( \lambda_* \) are given by \( \lambda_* = -C_y(x^*)^{-T} \nabla_y f(x^*). \)
Now we adapt the idea of Coleman and Li [12] to this context and define $D(x) \in \mathbb{R}^{(n-m)\times(n-m)}$ to be the diagonal matrix with diagonal elements given by

\[
(D(x))_{ii} = \begin{cases} 
(b - a)^{\frac{3}{2}} & \text{if } \left( W(x)^T \nabla f(x) \right)_i < 0 \text{ and } b_i < +\infty, \\
1 & \text{if } \left( W(x)^T \nabla f(x) \right)_i < 0 \text{ and } b_i = +\infty, \\
(a - a)^{\frac{3}{2}} & \text{if } \left( W(x)^T \nabla f(x) \right)_i \geq 0 \text{ and } a_i > -\infty, \\
1 & \text{if } \left( W(x)^T \nabla f(x) \right)_i \geq 0 \text{ and } a_i = -\infty,
\end{cases}
\]

for $i = 1, \ldots, n - m$. In the following proposition we give the form of the first-order and second-order necessary KKT conditions that we use in this paper. To us, they indicate the suitability of (3.1) as a scaling for (1.1). See also [13], [18], [64] and the remark below for further discussions on the choice of $D$ as a scaling matrix.

**Proposition 3.1.** The point $x_*$ satisfies the first-order KKT conditions if and only if

\[
C(x_*) = 0, \quad a \leq u_* \leq b, \quad \text{and} \quad D(x_*) W(x_*)^T \nabla f(x_*) = 0.
\]

The point $x_*$ satisfies the second-order necessary KKT conditions if and only if it satisfies the first-order KKT conditions and

\[
D(x_*) W(x_*)^T \nabla^2 f(x_*) \ell(x_*, \lambda) W(x_*) D(x_*)
\]

is positive semi-definite. The corresponding multiplier is given by $\lambda_* = -C_y(x_*)^{-T} \nabla_y f(x_*)$.

**Remark 3.1.** Proposition 3.1 remains valid for a larger class of diagonal matrices $D(x)$. The scalar 1 in the Definition (3.1) of $D$ can be replaced by any other positive scalar and Proposition 3.1 also remains valid with $D(x)$ replaced by $D(x)^p$, $p > 0$. Most of our convergence results still hold true if $D(x)$ is replaced by $D(x)^p$, $p \geq 1$. See also Remark 8.1, and, for the case of simple bound constraints, [18], [64]. However, the square roots in the definition of $D(x)$ will be necessary for the proof of local q-quadratic convergence of our algorithms.

The form of the sufficient optimality conditions used in this paper requires the definition of nondegeneracy or strict complementarity.

**Definition 3.1.** A point $x$ in $\mathcal{B}$ is said to be nondegenerate if $\left( W(x)^T \nabla f(x) \right)_i = 0$ implies $a_i < u_i < b_i$ for all $i \in \{1, \ldots, n - m\}$.

We now define a diagonal $(n - m) \times (n - m)$ matrix $E(x)$ with diagonal elements given by

\[
(E(x))_{ii} = \begin{cases} 
\left| \left( W(x)^T \nabla f(x) \right)_i \right| & \text{if } \left( W(x)^T \nabla f(x) \right)_i < 0 \text{ and } b_i < +\infty, \text{ or} \\
\left( W(x)^T \nabla f(x) \right)_i & \text{if } \left( W(x)^T \nabla f(x) \right)_i \geq 0 \text{ and } a_i > -\infty, \text{ or} \\
0 & \text{in all other cases},
\end{cases}
\]

for $i = 1, \ldots, n - m$. The significance of this matrix will become clear in the next section when we apply Newton's method to the system of nonlinear equations arising from the first-order KKT conditions. From the definitions of $D(x)$ and $E(x)$ we have the following property.
Proposition 3.2. A nondegenerate point \( x_\star \) satisfies the second-order sufficient KKT conditions if and only if it is a first-order KKT point and

\[
D(x_\star) W(x_\star)^T \nabla^2_{xx} \ell(x_\star, \lambda_\star) W(x_\star) D(x_\star) + E(x_\star)
\]

is positive definite, where \( \lambda_\star = -C_y(x_\star)^{-T} \nabla_y f(x_\star) \).

4. Newton’s method. One way to motivate the algorithms described in this paper is to apply Newton’s method to the system of nonlinear equations

\[
\begin{align*}
C(x) &= 0, \\
D(x)^2 W(x)^T \nabla f(x) &= 0,
\end{align*}
\]

where \( x \) is strictly feasible with respect to the bounds on the variables \( u_i \), i.e., \( a < u_i < b \). This is related to Goodman’s approach [27] for an orthogonal null-space basis and equality constraints. Although \( D(x)^2 \) is usually discontinuous at points where \( \left( W(x)^T \nabla f(x) \right)_i = 0 \), the function \( D(x)^2 W(x)^T \nabla f(x) \) is continuous (but not differentiable) at such points. The application of Newton’s method to this type of nonlinear systems has first been suggested by Coleman and Li [12] in the context of nonlinear minimization problems with simple bounds. They have shown that this type of nondifferentiability still allows the Newton process to achieve local \( q \)-quadratic convergence. In order to apply Newton’s method we first need to compute some derivatives.

To calculate the Jacobian of the reduced gradient \( W(x)^T \nabla f(x) \), we write

\[
W(x)^T \nabla f(x) = \nabla_u f(x) + C_u(x)^T \lambda,
\]

where \( \lambda \) is given by \( C_y(x)^T \lambda = -\nabla_y f(x) \) and has derivatives

\[
\begin{align*}
\frac{\partial \lambda}{\partial y} &= -C_y(x)^{-T} \left( \sum_{i=1}^m \nabla^2_{yy} c_i(x) \lambda_i + \nabla^2_{yy} f(x) \right) \\
&= -C_y(x)^{-T} \nabla^2_{yy} \ell(x, \lambda), \\
\frac{\partial \lambda}{\partial u} &= -C_y(x)^{-T} \left( \sum_{i=1}^m \nabla^2_{yu} c_i(x) \lambda_i + \nabla^2_{yu} f(x) \right) \\
&= -C_y(x)^{-T} \nabla^2_{yu} \ell(x, \lambda).
\end{align*}
\]

This implies the equalities

\[
\begin{align*}
\frac{\partial}{\partial y} \left( W(x)^T \nabla f(x) \right) &= C_u(x)^T \frac{\partial \lambda}{\partial y} + \nabla^2_{yy} f(x) + \sum_{i=1}^m \nabla_{yy}^2 c_i(x) \lambda_i \\
&= W(x)^T \left( \begin{array}{l}
\nabla^2_{yy} f(x, \lambda) \\
\nabla^2_{yu} \ell(x, \lambda)
\end{array} \right), \\
\frac{\partial}{\partial u} \left( W(x)^T \nabla f(x) \right) &= C_u(x)^T \frac{\partial \lambda}{\partial y} + \nabla^2_{yu} f(x) + \sum_{i=1}^m \nabla^2_{yu} c_i(x) \lambda_i \\
&= W(x)^T \left( \begin{array}{l}
\nabla^2_{yu} f(x, \lambda) \\
\nabla^2_{yu} \ell(x, \lambda)
\end{array} \right),
\end{align*}
\]
and we can conclude that
\[
\frac{\partial}{\partial x} \left( W(x)^T \nabla f(x) \right) = W(x)^T \nabla^2 f(x, \lambda),
\]
where \( \lambda = -C_y(x)^{-T} \nabla_y f(x) \).

A linearization of (4.1) gives
\[
(C_y(x)s_y + C_u(x)s_u) = -C(x),
\]
(4.2)
\[
(D(x)^2W(x)^T \nabla^2 f(x, \lambda) + \begin{bmatrix} 0 & E(x) \end{bmatrix}) \begin{bmatrix} s_y \\ s_u \end{bmatrix} = -D(x)^2W(x)^T \nabla f(x),
\]
(4.3)
where 0 denotes the \((n - m) \times m\) matrix with zero entries. Equation (4.2) is the linearized state equation. The diagonal elements of \(E(x)\) are the product of the derivative of the diagonal elements of \(D(x)^2\) and the components of the reduced gradient \(W(x)^T \nabla f(x)\). The derivative of \((D(x)^2)_{ii}\) does not exist if \((W(x)^T \nabla f(x))_{i} = 0\). In this case we set the corresponding quantities in the Jacobian to zero (see references [12], [13]). This gives the equation (4.3).

By using (2.2) we can rewrite the linear system (4.2)–(4.3) as
\[
s = s^n + W(x)s_u,
\]
(4.4)
\[
(D(x)^2W(x)^T \nabla^2 f(x, \lambda)W(x) + E(x))s_u = -D(x)^2W(x)^T \left( \nabla^2 f(x, \lambda)s^n + \nabla f(x) \right).
\]
We define our Newton-like step as the solution of
\[
s = s^n + W(x)s_u,
\]
(4.5)
\[
(D(x)^2W(x)^T \nabla^2 f(x, \lambda)W(x) + E(x))s_u = -\tilde{D}(x)^2W(x)^T \left( \nabla^2 f(x, \lambda)s^n + \nabla f(x) \right),
\]
(4.6)
where \(\tilde{D}(x) \in \mathbb{R}^{(n-m) \times (n-m)}\) is the diagonal matrix defined by
\[
\tilde{D}(x)_{ii} = \begin{cases} (b - a)^i & \text{if } \left( W(x)^T (\nabla^2 f(x, \lambda)s^n + \nabla f(x)) \right)_i < 0 \text{ and } b_i < +\infty, \\
1 & \text{if } \left( W(x)^T (\nabla^2 f(x, \lambda)s^n + \nabla f(x)) \right)_i < 0 \text{ and } b_i = +\infty, \\
(a - b)^i & \text{if } \left( W(x)^T (\nabla^2 f(x, \lambda)s^n + \nabla f(x)) \right)_i \geq 0 \text{ and } a_i > -\infty, \\
1 & \text{if } \left( W(x)^T (\nabla^2 f(x, \lambda)s^n + \nabla f(x)) \right)_i \geq 0 \text{ and } a_i = -\infty,
\end{cases}
\]
(4.7)
for \(i = 1, \ldots, n - m\). This change of the diagonal scaling matrix is based on the form of the right hand side of (4.4). Unlike \(D\), the scaling matrix \(\tilde{D}\) includes information from the cross term \(\nabla^2 f(x, \lambda)s^n\) and is therefore used as the scaling matrix for the computation of \(s_u\) in our algorithm, cf. (5.6). In the subsequent sections we will allow the replacement of the Hessian \(\nabla^2 f(x, \lambda)\) be a suitable matrix \(H\).
If \( x \) is close to a nondegenerate point \( x^* \) satisfying the second-order sufficient KKT conditions and if \( W(x)^T \nabla^2_{xx} f(x, \lambda) s^0 \) is sufficiently small, a step \( s \) defined in this way is a Newton step on the following system of nonlinear equations

\[
C(x) = 0, \\
D(x)^2 W(x)^T \nabla f(x) = 0,
\]

where \( D(x)_u \) depends on \( x^* \) as follows:

\[
(D(x)_u)_{ii} = \begin{cases} 
1 \text{ or } (b - u)^{\frac{1}{2}} \text{ or } (u - a)^{\frac{1}{2}} & \text{if } (W(x^*_u)^T \nabla f(x^*))_{i} = 0, \\
(b - u)^{\frac{1}{2}} & \text{if } (W(x^*_u)^T \nabla f(x^*))_{i} < 0, \\
(u - a)^{\frac{1}{2}} & \text{if } (W(x^*_u)^T \nabla f(x^*))_{i} > 0,
\end{cases}
\]

for \( i = 1, \ldots, n - m \). If \( (W(x^*_u)^T \nabla f(x^*))_{i} = 0 \), the \( i \)-th diagonal element of \( D(x)_u \) has to be chosen so that \( D(x)_u \) and \( D(x)_u \) are the same matrix. Of course, this depends on the sign of \( (W(x^*_u)^T (\nabla^2_{xx} f(x, \lambda) s^0 + \nabla f(x)))_{i} \). As Coleman and Li [12] pointed out, \( D(x)_u \) is just of theoretical use since \( x^* \) is nondegenerate. One can see that \( D(x)^2 W(x)^T \nabla f(x) \) is continuously differentiable with Lipschitz continuous derivatives in an open neighborhood of \( x^* \), that \( D(x)_u W(x)^T \nabla f(x^*) = 0 \), and that the Jacobian of \( D(x)^2 W(x)^T \nabla f(x) \) at \( x^* \) is nonsingular, for all choices of \( D(x)_u \). These conditions are those typically required to get q-quadratic convergence for the Newton iteration (see [17, Thm. 5.2.1]). Thus the sequence of iterates generated by the Newton step (4.5)–(4.6) will converge q-quadratically to a nondegenerate point that satisfies the sufficient KKT conditions. The interior-point process damps the Newton step so that it stays strictly feasible but this does not affect the rate of convergence. The details are provided in Corollary 9.1.

5. Trust-region interior-point SQP algorithms. The algorithms that we propose generate a sequence of iterates \( \{x_k\} \) where

\[
x_k = \begin{pmatrix} y_k \\ u_k \end{pmatrix},
\]

and \( u_k \) is strictly feasible with respect to the bounds, i.e., \( a < u_k < b \). At iteration \( k \) we are given \( x_k \), and we need to compute a trial step \( s_k \). If \( s_k \) is accepted, we set \( x_{k+1} = x_k + s_k \). Otherwise we set \( x_{k+1} \) to \( x_k \), reduce the trust-region radius, and compute a new trial step.

Following the application of Newton’s method (4.5), each trial step \( s_k \) is decomposed as

\[
s_k = s_k^u + s_k^t = s_k^u + W_k(s_k)_u,
\]

where \( s_k^u \) is called the quasi-normal component and \( s_k^t \) is the tangential component.

The role of \( s_k^u \) is to move towards feasibility. It will be seen that \( s_k^u \) is related to the Newton step for the solution of \( C(y, u_k) = 0 \) for fixed \( u_k \). The role of \( s_k^t \) is to move towards optimality. The \( u \) component of \( s_k^t \) is related to the Newton step for the reduced problem (1.2). However, as made clear previously, we do not require feasibility with respect to the nonlinear equality constraints.
The global convergence is guaranteed by imposing an appropriate trust region on the step and monitoring the progress by a suitable merit function. The definition of the quasi-normal component, the tangential component, and the merit function as well as the complete formulation of our algorithms is the content of this section.

5.1. The quasi-normal component. Let $\delta_k$ be the trust radius at iteration $k$. The quasi-normal component $s^n_k$ is related to the trust-region subproblem for the linearized constraints

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| J_k s^n + C_k \|^2 \\
\text{subject to} & \quad \| s^n \| \leq \delta_k,
\end{align*}$$

and it is required to have the form

$$s^n_k = \begin{pmatrix} (s^n_k)_y \\ 0 \end{pmatrix}.$$ (5.1)

Thus the displacement along $s^n_k$ is made only in the $y$ variables, and as a consequence, $x_k$ and $x_k + s^n_k$ have the same $u$ components. Since $(s^n_k)_u = 0$, the trust-region subproblem introduced above can be rewritten as

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| C_y(x_k)(s^n)_y + C_k \|^2 \\
\text{subject to} & \quad \| (s^n)_y \| \leq \delta_k.
\end{align*}$$ (5.2) (5.3)

Thus, the quasi-normal component $s^n_k$ is a trust-region globalization of the component $s^n$ given in (2.3) of the Newton step (4.5). We do not have to solve (5.2)-(5.3) exactly, we only have to assume that the quasi-normal component satisfies the conditions

$$\| s^n_k \| \leq \kappa_1 \| C_k \|$$ (5.4)

and

$$\| C_k \|^2 - \| C_y(x_k)(s^n)_y + C_k \|^2 \geq \kappa_2 \| C_k \| \min \{ \kappa_3 \| C_k \|, \delta_k \},$$ (5.5)

where $\kappa_1$, $\kappa_2$, and $\kappa_3$ are positive constants independent of $k$. In Section 10.1, we describe several ways of computing a quasi-normal component that satisfies the requirements (5.1), (5.4), and (5.5). Condition (5.4) tell us that the quasi-normal component is small close to feasible points. Condition (5.5) is just a weaker form of Cauchy decrease or simple decrease for the trust-region subproblem (5.2), (5.3).

5.2. The tangential component. The computation of the tangential component $(s_k)_u$ follows a trust-region globalization of the Newton step (4.6). Following Coleman and Li [13] we symmetrize (4.6) and get

$$\left( D_k W_k^T H_k W_k D_k + E_k \right) D_k^{-1} s_u = -D_k W_k^T \left( H_k s^n_k + \nabla f_k \right),$$

where $E_k = E(x_k)$ and $H_k$ denotes a symmetric approximation to the Hessian matrix $\nabla^2 x_k^T \ell_k$. The scaling matrix $D_k$ is equal to $D(x_k)$ defined by (4.7) with $\nabla^2 x_k^T \ell_k$ replaced by $H_k$. This suggests the
change of variables \( \hat{s}_u = D_k^{-1} s_u \) and the consideration in the scaled space \( \hat{s}_u \) of the trust-region subproblem

\[
\begin{align*}
\text{minimize} & \quad \left( D_k W_k^T (H_k s_k^0 + \nabla f_k) \right)^T \hat{s}_u + \frac{1}{2} s_u^T \left( D_k W_k^T H_k W_k D_k + E_k \right) \hat{s}_u \\
\text{subject to} & \quad \| \hat{s}_u \| \leq \delta_k.
\end{align*}
\]

Now we can rewrite the previous subproblem in the unscaled space \( s_u \) as

\[
\begin{align*}
\text{(5.6)} \quad & \quad \text{minimize} \quad \left( W_k^T (H_k s_k^0 + \nabla f_k) \right)^T s_u + \frac{1}{2} s_u^T \left( W_k^T H_k W_k + E_k D_k^{-2} \right) s_u \\
\text{subject to} & \quad \| D_k^{-1} s_u \| \leq \delta_k.
\end{align*}
\]

Of course, we also have to require that the new iterate is in the interior of the box constraints. To ensure that \( s_k + \delta_k \) is strictly feasible with respect to the box constraints we choose \( \sigma_k \in [\sigma, 1) \), \( \sigma \in (0, 1) \), and compute \( s_u \) with \( \sigma_k (a - u_k) \leq s_u \leq \sigma_k (b - u_k) \). However, one of the strength of this trust-region approach is that we can allow for approximate solutions of this subproblem. In particular, it is not necessary to solve the full trust-region subproblem including the box constraints. For example, one can compute the solution of the trust-region subproblem without the box constraints and then scale the computed solution back so that the resulting damped \( s_u \) obeys \( \sigma_k (a - u_k) \leq s_u \leq \sigma_k (b - u_k) \), see e.g. Section 5.2.4. We will show that under suitable assumptions this strategy guarantees global convergence and local \( q \)-quadratic convergence. Another way to compute an approximate component of the step is to use a modified conjugate-gradient algorithm applied to the trust-region subproblem without the box constraints that is truncated if one of the bounds \( \sigma_k (a - u_k) \leq s_u \leq \sigma_k (b - u_k) \) is violated. See Section 10.2. More ways to compute the tangential component are possible. The conditions on the tangential component necessary to guarantee global convergence are stated in Section 5.2.3.

We now introduce a quadratic model

\[
q_k(s) = \ell_k + \nabla_x \ell k^T s + \frac{1}{2} s^T H_k s
\]

of \( l(x_k + s, \lambda_k) \) about \( (x_k, \lambda_k) \). A trivial manipulation shows that

\[
q_k(s_k^0 + W_k s_u) = q_k(s_k^0) + \tilde{g}_k^T s_u + \frac{1}{2} s_u^T W_k^T H_k W_k s_u,
\]

with

\[
\tilde{g}_k = W_k^T \nabla q_k(s_k^0) = W_k^T (H_k s_k^0 + \nabla f_k).
\]

For convenience we define

\[
(5.8) \quad \Psi_k(s_u) = q_k(s_k^0 + W_k s_u) + \frac{1}{2} s_u^T \left( E_k D_k^{-2} \right) s_u.
\]

5.2.1. The decoupled trust-region approach. We can restate the trust-region subproblem (5.6) as

\[
\begin{align*}
(5.9) & \quad \text{minimize} \quad \Psi_k(s_u) \\
(5.10) & \quad \text{subject to} \quad \| D_k^{-1} s_u \| \leq \delta_k.
\end{align*}
\]
We refer to the approach based on this subproblem as the decoupled approach. In this decoupled approach the trust–region constraint is of the form $\|\bar{D}_k^{-1}s_u\| \leq \delta_k$ corresponding to the constraint $\|s_u\| \leq \delta_k$ in the scaled space. One can see from (5.3) and (5.10) that we are imposing the trust region separately on the $y$ part of the quasi-normal component and on the $u$ part of the tangential component. Moreover, if the cross-term $W_k^T H_k g_k^k$ is set to zero, then the trust–region subproblems for the quasi-normal component and for the tangential component are completely separated.

5.2.2. The coupled trust–region approach. The approach we present now forces the $y$ and $u$ parts of the tangential component $s_k = W_k(s_k)_u$ to lie inside the trust region of radius $\delta_k$. The reference trust–region subproblem is given by

\[
\begin{align*}
\text{minimize} & \quad \Psi_k(s_u) \\
\text{subject to} & \quad \left\| \begin{pmatrix} -C_y(x_k)^{-1}C_u(x_k)s_u \\ \bar{D}_k^{-1}s_u \end{pmatrix} \right\| \leq \delta_k.
\end{align*}
\]

In the case where there are no bounds on $u$ this trust–region constraint is of the form

\[
\left\| \begin{pmatrix} -C_y(x_k)^{-1}C_u(x_k)s_u \\ s_u \end{pmatrix} \right\| = \|W_k s_u\| \leq \delta_k.
\]

As opposed to the decoupled case, one can see that the term $C_y(x_k)^{-1}C_u(x_k)s_u$ is present in the trust–region constraint (5.12). If $W_k^+$ denotes the Moore–Penrose pseudo inverse of $W_k$ (see [25, Sec. 5.5.4]), then

\[
\frac{1}{\|W_k^+\|}\|s_u\| \leq \|W_k s_u\| \leq \|W_k\|\|s_u\|.
\]

Thus, if the condition number $\kappa(W_k) = \|W_k^+\|\|W_k\|$ is small, then the decoupled and the coupled approach will generate similar iterates. In this case, the decoupled approach will be more efficient since it uses fewer linear system solves with the system matrix $C_y(x_k)$. See Section 10.2. However, if $\kappa(W_k)$ is large, e.g., if $C_y(x_k)$ is ill–conditioned, then the coupled approach will use the true size of the tangential component, whereas the decoupled approach may underestimate vastly the size of this step component. This can lead to poor performance of the decoupled approach when steps are rejected and the trust–region radius is reduced based on the incorrect estimate $\|s_u\|$ of the norm of $s_k = W_k s_u$. This indicates that when $C_y(x)$ is ill–conditioned the coupled approach offers a better regularization of the step.

5.2.3. Cauchy decrease for the tangential component. To assure global convergence to a first–order KKT point, we consider analogs for the subproblems (5.9)–(5.10) and (5.11)–(5.12) of the fraction of Cauchy decrease or simple decrease conditions for the unconstrained minimization problem.

First we consider the decoupled trust–region subproblem (5.9)–(5.10). The Cauchy step $\delta_k^d$ is defined for this case as the solution of

\[
\begin{align*}
\text{minimize} & \quad \Psi_k(s_u) \\
\text{subject to} & \quad \|\bar{D}_k^{-1}s_u\| \leq \delta_k, \\
& \quad s_u \in \text{span}\{-\bar{D}_k^2g_k\}, \\
& \quad \sigma_k(a - u_k) \leq s_u \leq \sigma_k(b - u_k),
\end{align*}
\]
where $-D_k^2 \tilde{g}_k$ is the steepest-descent direction for $\Psi_k(s_u)$ at $s_u = 0$ in the norm $\|D_k^{-1}\|$.

Here $\sigma_k \in (0, 1)$ ensures that the Cauchy step $c_k^d$ remains strictly feasible with respect to the box constraints. The parameter $\sigma \in (0, 1)$ is fixed for all $k$. As in many trust-region algorithms, we require the tangential component $(s_k)_u$ with $\sigma_k(a - u_k) \leq (s_k)_u \leq \sigma_k(b - u_k)$ to give a decrease on $\Psi_k(s_u)$ smaller than a uniform fraction of the decrease given by $c_k^d$ for the same function $\Psi_k(s_u)$.

This condition is often called fraction of Cauchy decrease, and in this case is

$$
\Psi_k(0) - \Psi_k((s_k)_u) \geq \beta_k \left( \Psi_k(0) - \Psi_k(c_k^d) \right),
$$

where $\beta_k$ is positive and fixed across all iterations. It is not difficult to see that dogleg or conjugate-gradient algorithms can compute components $(s_k)_u$ conveniently that satisfy condition (5.13) with $\beta_k = 1$. We leave these issues to Section 10.2.

In a similar way, the component $(s_k)_u$ with $\sigma_k(a - u_k) \leq (s_k)_u \leq \sigma_k(b - u_k)$ satisfies a fraction of Cauchy decrease for the coupled trust-region subproblem (5.11)-(5.12) if

$$
\Psi_k(0) - \Psi_k((s_k)_u) \geq \beta_k \left( \Psi_k(0) - \Psi_k(c_k^c) \right),
$$

for some $\beta_k^c$, independent of $k$, where the Cauchy step $c_k^c$ is the solution of

$$
\begin{align*}
\text{minimize} & \quad \Psi_k(s_u) \\
\text{subject to} & \quad \left\| \begin{pmatrix} -C_y(x_k)^{-1}C_u(x_k)s_u \\ D_k^{-1}s_u \end{pmatrix} \right\| \leq \delta_k, \quad s_u \in \text{span}\{-D_k^2\tilde{g}_k\}, \\
& \quad \sigma_k(a - u_k) \leq s_u \leq \sigma_k(b - u_k).
\end{align*}
$$

In Section 10.2 we show how to use conjugate-gradients to compute components $(s_k)_u$ satisfying the condition (5.14).

One final comment is in order. In the coupled approach, the Cauchy step $c_k^c$ was defined along the direction $-\tilde{D}_k^2\tilde{g}_k$. To simplify this discussion, suppose that there are no bounds on $u$. In this case the trust-region constraint is of the form $\|W_k s_u\| \leq \delta_k$. The presence of $W_k$ gives the trust region an ellipsoidal shape. The steepest-descent direction for the quadratic (5.8) in the norm $\|W_k \cdot \|$ at $s_u = 0$ is given by $-(W_k^T W_k)^{-1}\tilde{g}_k$. Our analysis still holds for this case since $\{(W_k^T W_k)^{-1}\}$ is a bounded sequence. The reason why we avoid the term $(W_k^T W_k)^{-1}$ is that in many applications there is no reasonable way to solve systems with $W_k^T W_k$. We will show in Section 10.2 how this affects the use of conjugate gradients (see Remark 10.2). Finally, we point out that this problem does not arise if the decoupled approach is used.

### 5.2.4. Optimal decrease for the tangential component.

The conditions in the previous subsection are sufficient to guarantee global convergence to a point satisfying first-order necessary KKT conditions, but they are too weak to guarantee global convergence to a point satisfying second-order necessary KKT conditions. To accomplish this, just as in the unconstrained case [46], [59], in the box-constrained case [13], and in the equality-constrained case [19], we need to make sure that $s_u$ satisfies an appropriate fraction of optimal decrease condition.

First we consider the decoupled approach and let $c_k^d$ be an optimal solution of the trust-region subproblem (5.9)-(5.10). It follows from the KKT conditions for this trust-region subproblem that there exists $\gamma_k \geq 0$ such that

$$
W_k^T H_k W_k + E_k \tilde{D}_k^{-2} + \gamma_k \tilde{D}_k^{-2} \quad \text{is positive semi-definite},
$$

where $H_k$ and $E_k$ are defined as in (5.9) and (5.10), respectively.
\[
(W_k^T H_k W_k + E_k D_k^{-2} + \gamma_k D_k^{-2}) \sigma_k^d = -\bar{g}_k, \quad \text{and} \quad 
\gamma_k (\delta_k - \|D_k^{-1} \sigma_k^d \|) = 0.
\]

(For practical algorithms to compute \( \sigma_k^d \) see references [53], [46], [55], [60]. These conditions are also sufficient for \( \sigma_k^d \) to be an optimal solution [22], [59].) Since \( u_k + \sigma_k^d \) might not be strictly feasible, we consider \( \tau_k \sigma_k^d \), where \( \tau_k \) is given by

\[
\tau_k = \sigma_k \min_{i=1, \ldots, m-m} \left\{ 1, \max \left\{ \frac{b_i - (u_k)_i}{(\sigma_k^d)_i}, \frac{a_i - (u_k)_i}{(\sigma_k^d)_i} \right\} \right\}.
\]

The tangential component \((s_k)_u\) then is required to satisfy the following fraction of optimal decrease condition

\[
\Psi_k(0) - \Psi_k((s_k)_u) \geq \beta_2^d \left( \Psi_k(0) - \Psi_k(\tau_k \sigma_k^d) \right) \quad \text{and} \quad \|D_k^{-1}(s_k)_u\| \leq \beta_2^d \delta_k,
\]

where \( \beta_2^d, \beta_3^d \) are positive parameters.

From conditions (5.15), (5.16), and (5.18), and \( \tau_k < 1 \), we can write

\[
\Psi_k(0) - \Psi_k((s_k)_u) \geq \beta_2^d \left( -\tau_k \bar{g}_k^T \sigma_k^d - \frac{1}{2} \tau_k^2 (\sigma_k^d)^T (W_k^T H_k W_k + E_k D_k^{-2}) (\sigma_k^d) \right)
\]

\[
\geq \beta_2^d \tau_k \left( -\bar{g}_k^T \sigma_k^d - \frac{1}{2} (\sigma_k^d)^T (W_k^T H_k W_k + E_k D_k^{-2} + \gamma_k D_k^{-2}) (\sigma_k^d) \right) + \frac{1}{2} \beta_2^d \tau_k^2 (\sigma_k^d)^T D_k^{-2} (\sigma_k^d)
\]

\[
\geq \frac{1}{2} \beta_2^d \tau_k \|R_k \sigma_k^d\|^2 + \frac{1}{2} \beta_2^d \tau_k^2 \gamma_k \delta_k^2
\]

\[
(5.19)
\]

where \( W_k^T H_k W_k + E_k D_k^{-2} + \gamma_k D_k^{-2} = R_k^T R_k \).

Now let us focus on the coupled approach and let \( \sigma_k^d \) be the optimal solution of the trust–region subproblem (5.11)–(5.12). It follows from the KKT conditions for this trust–region subproblem and the equality

\[
\left( C_g(x_k)^{-1} C_u(x_k) \right)^T C_g(x_k)^{-1} C_u(x_k) = W_k^T W_k - I_{n-m},
\]

that there exists \( \gamma_k \geq 0 \) such that

\[
W_k^T H_k W_k + E_k D_k^{-2} + \gamma_k \left( D_k^{-2} + W_k^T W_k - I_{n-m} \right) \quad \text{is positive semi–definite,}
\]

\[
(5.20)
\]

\[
(W_k^T H_k W_k + E_k D_k^{-2} + \gamma_k \left( D_k^{-2} + W_k^T W_k - I_{n-m} \right)) \sigma_k^e = -\bar{g}_k, \quad \text{and}
\]

\[
\gamma_k \left( \delta_k - \left\| \left( -C_g(x_k)^{-1} C_u(x_k) \sigma_k^e \right) / D_k^{-1} \sigma_k^e \right\| \right) = 0.
\]

\[
(5.21)
\]
Now we damp $o_k^e$ with $\tau_k$ given as in (5.17) but with $o_k^d$ replaced by $o_k^e$. Thus, the resulting step $u_k + \tau_k o_k^e$ is strictly feasible. We impose the following fraction of optimal decrease condition on the tangential component $(s_k)_u$:

\[
\Psi_k(0) - \Psi_k((s_k)_u) \geq \beta_2 \left( \Psi_k(0) - \Psi_k(\tau_k o_k^e) \right) \quad \text{and} \quad \beta_2 \leq \gamma_k \delta_k.
\]

(5.22)

\[
\left\| \begin{bmatrix} -C_y(x_k)^{-1}C_u(x_k)(s_k)_u \\ \bar{D}^{-1}(s_k)_u \end{bmatrix} \right\| \leq \beta_2 \gamma_k \delta_k.
\]

In this case it can be shown in a way similar to (5.19) that

\[
\Psi_k(0) - \Psi_k((s_k)_u) \geq \frac{1}{2} \beta_2 \gamma_k \delta_k^2.
\]

(5.23)

5.3. Reduced and full Hessians. In the previous section we considered an approximation $H_k$ to the full Hessian. The algorithms and theory presented in this paper are also valid if we use an approximation $\hat{H}_k$ to the reduced Hessian $W_k^T \nabla^2_x f_k W_k$. In this case we set

\[
H_k = \begin{pmatrix} 0 & 0 \\ 0 & \hat{H}_k \end{pmatrix}.
\]

(5.24)

Due to the form of $W_k$, we have

\[
W_k^T H_k W_k = \hat{H}_k.
\]

This allows us to obtain the expansion (5.7) in the context of a reduced Hessian approximation.

For the algorithms with reduced Hessian approximation the following observations are useful:

\[
H_k d = \begin{pmatrix} 0 \\ \hat{H}_k d_u \end{pmatrix},
\]

(5.25)

\[
d^T H_k d = d^T \hat{H}_k d_u,
\]

\[
W_k^T H_k d = \hat{H}_k d_u.
\]

5.4. Outline of the algorithms. We need to introduce a merit function and the corresponding actual and predicted reductions. The merit function used is the augmented Lagrangian

\[
L(x, \lambda; \rho) = f(x) + \lambda^T C(x) + \rho C(x)^T C(x).
\]

We follow [15] and define the actual decrease at iteration $k$ as

\[
\text{are}d(s_k; \rho_k) = L(x_k, \lambda_k; \rho_k) - L(x_k + s_k, \lambda_k + 1; \rho_k),
\]

and the predicted decrease as

\[
\text{pred}(s_k; \rho_k) = L(x_k, \lambda_k; \rho_k) - \left( q_k(s_k) + \Delta \lambda_k^T (J_k s_k + C_k) + \rho_k \| J_k s_k + C_k \|^2 \right),
\]

with $\Delta \lambda_k = \lambda_k + 1 - \lambda_k$. 
Remark 5.1. A possible redefinition of the actual and predicted decreases is obtained by subtracting the term \( \frac{1}{2} (s_k)^T \left( E_k D_k^{-2} \right) (s_k) \) from both \( \text{ared}(s_k; \rho_k) \) and \( \text{pred}(s_k; \rho_k) \). This type of modification has been suggested in [13] for minimization with simple bounds, and it does not affect the global and local results given in this paper.

To decide whether to accept or reject a trial step \( s_k \), we evaluate the ratio

\[
\frac{\text{ared}(s_k; \rho_k)}{\text{pred}(s_k; \rho_k)}.
\]

To update the penalty parameter \( \rho_k \) we use the scheme proposed by El–Alem [20]. Other schemes to update the penalty parameter have been suggested in [21] and [40].

We can now outline the main procedures of the trust–region interior–point SQP algorithms and leave the practical computation of \( s_k^0, (s_k)_u \), and \( \lambda_k \) to Section 10.

Algorithm 5.1 (Trust–region Interior–point SQP Algorithms).

1. Choose \( x_0 \) such that \( a < x_0 < b \), pick \( \delta_0 > 0 \), and calculate \( \lambda_0 \). Choose \( \alpha_1, \eta_1, \sigma, \delta_{\min}, \delta_{\max}, \bar{\rho} \), and \( \rho_{-1} \) such that \( 0 < \alpha_1, \eta_1, \sigma < 1, 0 < \delta_{\min} \leq \delta_{\max}, \bar{\rho} > 0 \), and \( \rho_{-1} \geq 1 \).

2. For \( k = 0, 1, 2, \ldots \), do

2.1. Compute \( s_k^0 \) such that \( \|s_k^0\| \leq \delta_k \).

Compute \((s_k)_u \) based on the subproblem (5.9)–(5.10) (or (5.11)–(5.12) for the coupled approach) satisfying

\[
\sigma_k(a - u_k) \leq (s_k)_u \leq \sigma_k(b - u_k),
\]

with \( \sigma_k \in [\sigma, 1] \). Set \( s_k = s_k^0 + s_k^f = s_k^0 + W_k(s_k)_u \).

2.2. Compute \( \lambda_{k+1} \) and set \( \Delta \lambda_k = \lambda_{k+1} - \lambda_k \).

2.3. Compute \( \text{pred}(s_k; \rho_{k-1}) \):

\[
\text{pred}(s_k; \rho_{k-1}) = q_k(0) - q_k(s_k) - \Delta \lambda_k^T (J_k s_k + C_k) + \rho_{k-1} \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right).
\]

If \( \text{pred}(s_k; \rho_{k-1}) \geq \frac{\rho_{k-1}}{2} \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right) \) then set \( \rho_k = \rho_{k-1} \). Otherwise set

\[
\rho_k = 2 \frac{q_k(s_k) - q_k(0) + \Delta \lambda_k^T (J_k s_k + C_k)}{\|C_k\|^2 - \|J_k s_k + C_k\|^2} + \bar{\rho}.
\]

2.4. If \( \frac{\text{ared}(s_k; \rho_k)}{\text{pred}(s_k; \rho_k)} < \eta_1 \), set

\[
\delta_{k+1} = \alpha_1 \max \left\{ \|s_k^0\|, \|D_k^{-1}(s_k)_u\| \right\}
\]

in the decoupled case or

\[
\delta_{k+1} = \alpha_1 \max \left\{ \|s_k^0\|, \left\| \left( -C_y(x_k)^{-1} C_u(x_k)(s_k)_u \right) \right\| \right\}
\]

in the coupled case, and reject \( s_k \).

Otherwise accept \( s_k \) and choose \( \delta_{k+1} \) such that

\[
\max \{ \delta_{\min}, \delta_k \} \leq \delta_{k+1} \leq \delta_{\max}.
\]

2.5. If \( s_k \) was rejected set \( x_{k+1} = x_k \) and \( \lambda_{k+1} = \lambda_k \). Otherwise set \( x_{k+1} = x_k + s_k \) and \( \lambda_{k+1} = \lambda_k + \Delta \lambda_k \).

Of course the rules to update the trust radius in the previous algorithm can be much more involved but the above suffices to prove convergence results and to understand the trust–region mechanism.
5.5. Assumptions. In order to establish local and global convergence results we need some general assumptions. We list these assumptions below. Let \( \Omega \) be an open subset of \( \mathbb{R}^n \) such that for all iterations \( k, x_k \) and \( x_k + s_k \) are in \( \Omega \).

A.1 The functions \( f(x), c_i(x), i = 1, \ldots, m \), are twice continuously differentiable in \( \Omega \).

A.2 The partial Jacobian \( C_y(x) \) is nonsingular for all \( x \in \Omega \).

A.3 The functions \( f(x), \nabla f(x), \nabla^2 f(x), C(x), J(x), \nabla^2 c_i(x), i = 1, \ldots, m \), are bounded in \( \Omega \).

A.4 The sequences \( \{W_k\}, \{H_k\}, \) and \( \{\lambda_k\} \) are bounded.

A.5 The matrix \( C_y^{-1}(x) \) is uniformly bounded in \( \Omega \).

A.6 The sequence \( \{u_k\} \) is bounded.

It is equivalent to Assumptions A.3–A.6, that there exist positive constants \( \nu_0, \ldots, \nu_9 \) independent of \( k \) such that

\[
\begin{align*}
|f(x)| & \leq \nu_0, \quad \|\nabla f(x)\| \leq \nu_1, \quad \|\nabla^2 f(x)\| \leq \nu_2, \quad \|C(x)\| \leq \nu_3, \quad \|J(x)\| \leq \nu_4, \\
\|\nabla^2 c_i(x)\| & \leq \nu_5, \quad i = 1, \ldots, m, \quad \text{and} \quad \|C_y(x)^{-1}\| \leq \nu_6
\end{align*}
\]

for all \( x \in \Omega \), and

\[
\|W_k\| \leq \nu_6, \quad \|H_k\| \leq \nu_7, \quad \|\lambda_k\| \leq \nu_8, \quad \text{and} \quad \|\bar{D}_k\| \leq \nu_9
\]

for all \( k \).

For the rest of this paper we suppose that Assumptions A.1–A.6 are always satisfied.

As we have pointed out earlier, our approach is related to the Newton method presented in Section 4. The \( u \) component \((s_k^N)_u\) of the Newton step \( s_k^N = s_k^0 + W_k(s_k^N)_u\), whenever it is defined, is given by

\[
(s_k^N)_u = -\left(D_k^2 W_k^T H_k W_k + E_k\right)^{-1} \bar{D}_k^2 \bar{g}_k
\]

(5.26)

\[
= -\bar{D}_k \left(\bar{D}_k W_k^T H_k W_k \bar{D}_k + E_k\right)^{-1} \bar{D}_k \bar{g}_k,
\]

where

\[
(5.27)
\]

\[
s_k^0 = \left(\begin{array}{c}
-C_y(x_k)^{-1} C_k \\
0
\end{array}\right),
\]

and \( \bar{g}_k = W_k^T \left(H_k s_k^0 + \nabla f_k\right) \). From (5.26) we see that the Newton step is well defined in a neighborhood of a nondegenerate point that satisfies the second-order sufficient KKT conditions and for which \( W_k^T H_k s_k^0 \) is sufficiently small. To guarantee strict feasibility of this step we consider a damped Newton step given by

\[
(5.28)
\]

\[
(s_k^N)_u = s_k^0 + \bar{s}_k^N (s_k^N)_u,
\]

where \((s_k^N)_u\) and \(s_k^0\) are given by (5.26) and (5.27), and

\[
(5.29)
\]

\[
\tau_k^N = \sigma_k \min_{i=1, \ldots, n-m} \left\{ 1, \max \left\{ \frac{b_i - (u_k)_i}{(s_k^N)_i}, \frac{a_i - (u_k)_i}{(s_k^N)_i} \right\} \right\}.
\]

If Algorithms 5.1 are particularized to satisfy the following conditions on the steps, on the quadratic model, and on the Lagrange multipliers, then we can prove global and local convergence.
C.1 The quasi-normal component \( s_k^q \) satisfies conditions (5.1), (5.4), and (5.5).

The tangential component \((s_k)_u\) satisfies the fraction of Cauchy decrease condition (5.13) ((5.14) for the coupled approach).

The parameter \( \sigma_k \) is chosen in \([\sigma, 1]\), where \( \sigma \in (0, 1) \) is fixed for all \( k \).

C.2 The tangential component \((s_k)_u\) satisfies the fraction of optimal decrease condition (5.18) ((5.22) for the coupled approach).

C.3 The second derivatives of \( f \) and \( c_i \), \( i = 1, \ldots, m \) are Lipschitz continuous in \( \Omega \).

The approximation to the Hessian matrix is exact, i.e., \( H_k = \nabla^2_{xx} f(x_k, \lambda_k) \) with Lagrange multiplier \( \lambda_k = -C_y(x_k)^{-T} \nabla_y f(x_k) \).

C.4 The step \( s_k \) is given by (5.28) provided \((s_k^N)_u\) exists, \((s_k^0)_u\) lies inside the trust region (5.3), and \((s_k^N)_u\) lies inside the trust region (5.10) (5.12 for the coupled approach).

The parameter \( \sigma_k \) is chosen such that \( \sigma_k \geq \sigma \) and \(|\sigma_k - 1|\) is \( O \left( \| \bar{D}_k \bar{g}_k \| \right) \).

Condition C.1 assures global convergence to a first-order KKT point. Global convergence to a point that satisfies the second-order necessary KKT conditions requires Conditions C.1–C.3. To prove local q-quadratic convergence, we need Conditions C.1, C.3, and C.4. It should be pointed out that the satisfaction of C.2 or C.4 does not necessarily imply the satisfaction of C.1.

6. Intermediate results. We start by pointing out that (5.5) with the fact that the tangential component lies in the null space of \( J_k \), together imply

\[
\| C_k \|^2 - \| J_k s_k + C_k \|^2 \geq \kappa_2 \| C_k \| \min \{ \kappa_3 \| C_k \|, \delta_k \}.
\]

We calculated the first derivatives of \( \lambda(x) = -C_y(x)^{-T} \nabla_y f(x) \) in Section 4. It is clear that under Assumptions A.3 and A.5 these derivatives are bounded in \( \Omega \). Thus, if \( \lambda_k \) is computed as stated in Condition C.3, then there exists a positive constant \( \nu_{10} \) independent of \( k \) such that

\[
\| \Delta \lambda_k \| \leq \nu_{10} \| s_k \|.
\]

From \( \| s_k^q \| \leq \delta_{\text{max}} \) and Assumptions A.3–A.4 we also have

\[
\| \bar{g}_k \| = \| W_k^T \left( H_k s_k^q + \nabla f_k \right) \| \leq \nu_{11},
\]

where \( \nu_{11} = \nu_6 (\nu_7 \delta_{\text{max}} + \nu_1) \).

The following lemma is required for the convergence theory.

**Lemma 6.1.** Every trial step satisfies

\[
\| s_k \| \leq \kappa_4 \delta_k
\]

and, if \( s_k \) is rejected in Step 2.4 of Algorithms 5.1, then

\[
\delta_{k+1} \geq \kappa_5 \| s_k \|,
\]

where \( \kappa_4 \) and \( \kappa_5 \) are positive constants independent of \( k \).

**Proof.** In the coupled trust-region approach we bound \( s_k^* \) as follows:

\[
\left\| \begin{pmatrix} C_y(x_k)^{-1} C_u(x_k) s_u \\ s_u \end{pmatrix} \right\| \leq \left( I_m \begin{pmatrix} 0 \\ \bar{D}_k \end{pmatrix} \right) \left( C_y(x_k)^{-1} C_u(x_k) s_u \right) \leq \left( 1 + \nu_9 \right) \delta_k,
\]

where \( \nu_9 \) is a positive constant independent of \( k \).
where $\nu_0$ is a uniform bound for $\|D_k\|$, see Assumption A.6. Since $\|s^n_k\| \leq \delta_k$, we obtain $\|s_k\| \leq (2 + \nu_0)\delta_k$. It is not difficult to see now that in Step 2.4 we have $\delta_{k+1} \geq \frac{\alpha_2}{2} \min \left(1, \frac{1}{1 + \nu_0}\right) \|s_k\|$.

In the decoupled approach, $\|s_k\| = \|s^n_k + W_k(s_k)_u\| \leq (1 + \nu_6\nu_9)\delta_k$ and similarly $\delta_{k+1} \geq \frac{\alpha_2}{2} \min \left(1, \frac{1}{1 + \nu_7}\right) \|s_k\|$, where $\nu_6$ is a uniform bound for $\|W_k\|$, see Assumption A.4.

We can combine these bounds to obtain

$$\|s_k\| \leq \max\{2 + \nu_0, 1 + \nu_6\nu_9\} \delta_k,$$

$$\delta_{k+1} \geq \frac{\alpha_2}{2} \min \left(1, \frac{1}{1 + \nu_7}, \frac{1}{1 + \nu_6\nu_9}\right) \|s_k\|.$$  

In the case where fraction of optimal decrease (5.18) or (5.22) is imposed on $(s_k)_u$, the constants $\kappa_4$ and $\kappa_5$ depend also on $\beta_1^2$ and $\beta_2^2$.

In the following lemma we rewrite the fraction of Cauchy decrease conditions (5.13) and (5.14) in a more useful form for the analysis.

**Lemma 6.2.** If $(s_k)_u$ satisfies Condition C.1 then

$$q_k(s^n_k) - q_k(s^n_k + W_k(s_k)_u) \geq \kappa_6 \|D_k \tilde{g}_k\| \min \left\{\kappa_7 \|D_k \tilde{g}_k\|, \kappa_8 \delta_k\right\},$$

where $\kappa_6$, $\kappa_7$, and $\kappa_8$ are positive constants independent of the iteration $k$.

**Proof.** From the definition (5.8) of $\Psi_k$ we find

$$q_k(s^n_k) - q_k(s^n_k + W_k(s_k)_u) \geq q_k(s^n_k) - q_k(s^n_k + W_k(s_k)_u) - \frac{1}{2}(s_k)_u^T (E_k D_k^{-2})(s_k)_u$$

$$= \Psi_k(0) - \Psi_k((s_k)_u).$$

Let $\tilde{\delta}_k$ be the maximum $\|D_k^{-1} \cdot \|$ norm of a step, say $(\tilde{s}_k)_u$, along $-D_k \tilde{g}_k$ allowed inside the trust region. Here $\tilde{g}_k = D_k \tilde{g}_k$.

If the trust region is given by (5.10), then

$$\tilde{\delta}_k = \bar{\delta}_k.$$  

If the trust region is given by (5.12), then we can use Assumptions A.4–A.6 to deduce the inequality

$$\delta_k^2 = \left\| \left( -C_p(x_k)^{-1}C_u(x_k)(\bar{s}_k)_u \right) D_k^{-1}(\bar{s}_k)_u \right\|^2 = \| -C_p(x_k)^{-1}C_u(x_k) \bar{D}_k \bar{D}_k^{-1}(\bar{s}_k)_u \|^2 + \| \bar{D}_k^{-1}(\bar{s}_k)_u \|^2$$

$$\leq (\nu_0^2 \nu_9^2 + 1) \| \bar{D}_k^{-1}(\bar{s}_k)_u \|^2$$

$$= (\nu_0^2 \nu_9^2 + 1) \delta_k^2$$

or, equivalently,

$$\tilde{\delta}_k \geq \frac{1}{\sqrt{\nu_0^2 \nu_9^2 + 1}} \delta_k.$$  

(6.9)
Define \( \psi : \mathbb{R}^+ \rightarrow \mathbb{R} \) as \( \psi(t) = \Psi_k \left( -t \bar{D}_k \frac{\bar{g}_k}{\|g_k\|} \right) - \Psi_k(0) \). Then \( \psi(t) = -\|\bar{g}_k\|t + \frac{\tau_k}{2}t^2 \), where \( r_k = \frac{\bar{g}_k^T \bar{H}_k \bar{g}_k}{\|g_k\|^2} \) and \( \bar{H}_k = \bar{D}_k \left( W_k^2 H_k W_k + E_k \bar{D}_k^{-2} \right) \bar{D}_k \). Now we need to minimize \( \psi \) in \([0, T_k]\) where \( T_k \) is given by

\[
T_k = \min \left\{ \frac{\delta_k}{\sigma_k}, \sigma_k \min \left\{ \frac{\|\bar{D}_k \bar{g}_k\|}{\|g_k\|} : (\bar{g}_k)_i > 0 \right\}, \sigma_k \min \left\{ \frac{\|\bar{D}_k \bar{g}_k\|}{\|g_k\|} : (\bar{g}_k)_i < 0 \right\} \right\}.
\]

Let \( t_k^* \) be the minimizer of \( \psi \) in \([0, T_k]\). If \( t_k^* \in (0, T_k) \) then

\[
(6.10) \quad \psi(t_k^*) = -\frac{1}{2} \frac{\|\bar{g}_k\|^2}{r_k} \leq -\frac{1}{2} \|\bar{H}_k\|. 
\]

If \( t_k^* = T_k \) then either \( r_k > 0 \) in which case \( \frac{\|\bar{g}_k\|}{r_k} \geq T_k \) or \( r_k \leq 0 \) in which case \( r_k T_k \leq \|\bar{g}_k\| \). In either event,

\[
(6.11) \quad \psi(t_k^*) = \psi(T_k) = -T_k \|\bar{g}_k\| + \frac{r_k}{2} T_k^2 \leq -\frac{T_k}{2} \|\bar{g}_k\|. 
\]

We can combine (6.7), (6.10), and (6.11) with

\[
\Psi_k(0) - \Psi_k((s_k)_u) \geq \beta_1^d \left( \Psi_k(0) - \Psi_k(c^d) \right) = -\beta_1^d \psi(t_k^*)
\]

to get

\[
q_k(s_k^0) - q_k(s_k^0 + W_k(s_k)_u) \geq \frac{1}{2} \beta_1^d \|\bar{g}_k\| \min \left\{ \frac{\|\bar{g}_k\|}{\|H_k\|}, T_k \right\}.
\]

The facts that \( \sigma_k \geq \sigma \) and \( \|\bar{g}_k\| \leq \nu_{11} \) (see (6.3)) imply that

\[
\Psi_k(0) - \Psi_k((s_k)_u) \geq \frac{1}{2} \beta_1^d \|\bar{D}_k \bar{g}_k\| \min \left\{ \frac{\|\bar{D}_k \bar{g}_k\|}{\|\bar{D}_k^T \left( W_k^2 H_k W_k + E_k \bar{D}_k^{-2} \right) \bar{D}_k\|}, \min \left\{ \frac{\delta_k}{\sigma_k \|\bar{D}_k \bar{g}_k\|} \right\} \right\}.
\]

To complete the proof, we use (6.8), (6.9), the Assumptions A.1-A.6, and the fact that \( \delta_k \leq \delta_{\max} \) to establish (6.6) with \( \kappa_6 = \frac{1}{2} \min \left\{ \beta_1^b, \beta_1^c \right\}, \kappa_7 = \min \left\{ \frac{1}{\nu_{11} \nu_{11}}, \frac{\sigma}{\nu_{11}} \right\}, \) and \( \kappa_8 = \min \left\{ 1, \frac{1}{\sqrt{\nu_{11}^2 + 1}} \right\} \).

Now we state the convenient form of the fraction of optimal decrease conditions (5.18) and (5.22).

**Lemma 6.3.** If \((s_k)_u\) satisfies Condition C.2 then

\[
(6.12) \quad q_k(s_k^0) - q_k(s_k^0 + W_k(s_k)_u) \geq \kappa_9 \tau_k^2 \gamma_k \delta_k^2,
\]

where \( \kappa_9 \) is a positive constant independent of the iteration \( k \).

**Proof.** The proof follows immediately from observation (6.7) and conditions (5.19) and (5.23). \( \Box \)

We also need the following two inequalities.
Lemma 6.4. Under Condition C.1 there exists a positive constant $\kappa_{10}$ such that

$$q_k(0) - q_k(s_k^0) - \Delta \lambda_k^T (J_k s_k + C_k) \geq -\kappa_{10} \|C_k\|.$$  

Moreover if we assume Condition C.3, then

$$q_k(0) - q_k(s_k^0) - \Delta \lambda_k^T (J_k s_k + C_k) \geq -\kappa_{11} \|C_k\| (\|s_k^0\| + \|s_k\|).$$

Proof. The term $q_k(0) - q_k(s_k^0)$ can be bounded using (5.4) and $\|s_k^0\| \leq \delta_k$ in the following way:

$$q_k(0) - q_k(s_k^0) = -\nabla_x f_k^T s_k^0 - \frac{1}{2} (s_k^0)^T H_k(s_k^0) \geq -\kappa_1 \left( \|\nabla x\| + \frac{1}{2} \delta_k \|H_k\| \right) \|C_k\|.$$

On the other hand, it follows from $\|J_k s_k + C_k\| \leq \|C_k\|$ that

$$-\Delta \lambda_k^T (J_k s_k + C_k) \geq -\|\lambda_k\| \|C_k\|.$$ Combining these two bounds with Assumptions A.3 and A.4 we get (6.13).

To prove (6.14) we first observe that, due to the definition of $\lambda_k$ in Condition C.3 and to the form (5.1) of the quasi-normal component $s_k^0$,

$$\nabla_x f_k^T s_k^0 = \begin{pmatrix} 0 \\ \nabla u f_k + C_n(x_k)^T \lambda_k \end{pmatrix}^T \begin{pmatrix} (s_k^0)_y \\ 0 \end{pmatrix} = 0.$$ Thus

$$q_k(0) - q_k(s_k^0) \geq -\frac{1}{2} \kappa_1 \|H_k\| \|C_k\| \|s_k^0\| \geq -\frac{1}{2} \kappa_1 \nu \|C_k\| \|s_k^0\|.$$

Also, by appealing to (6.2) and (6.15),

$$-\Delta \lambda_k^T (J_k s_k + C_k) \geq -\nu_{10} \|s_k\| \|C_k\|.$$ The proof of (6.14) is complete by combining (6.17) and (6.18).  

The convergence theory for trust regions traditionally requires consistency of actual and predicted decreases. This is given in the following lemma.

Lemma 6.5. Under Condition C.1 there exists a positive constant $\kappa_{12}$ such that

$$|\text{ared}(s_k; \rho_k) - \text{pred}(s_k; \rho_k)| \leq \kappa_{12} \left( \|s_k\|^2 + \rho_k \left( \|s_k\|^3 + \|C_k\| \|s_k\|^2 \right) \right).$$ Moreover, if Condition C.3 is also valid, then

$$|\text{ared}(s_k; \rho_k) - \text{pred}(s_k; \rho_k)| \leq \kappa_{13} \rho_k \left( \|s_k\|^3 + \|C_k\| \|s_k\|^2 \right).$$
Proof. Adding and subtracting \( \ell(x_{k+1}, \lambda_k) \) to \( \text{pred}(s_k; \rho_k) - \text{pred}(s_k; \rho_k) \) and using Taylor expansion we obtain

\[
\text{ared}(s_k; \rho_k) - \text{pred}(s_k; \rho_k) = \frac{1}{2} s_k^T (H_k - \nabla^2_{xxk}(x_k + t_k s_k, \lambda_k)) s_k \\
- \frac{1}{2} \sum_{i=1}^m (\Delta \lambda_k) i s_k^T \nabla^2 c_i(x_k + t_k s_k) s_k \\
- \rho_k \left( \sum_{i=1}^m c_i(x_k + t_k s_k) T \nabla^2 c_i(x_k + t_k s_k) s_k \right) \\
+ (s_k)^T J(x_k + t_k s_k) J(x_k + t_k s_k) s_k \\
- (s_k)^T J(x_k) J(x_k(s_k)) ,
\]

where \( t_k^1, t_k^2, \) and \( t_k^3 \) are in \((0, 1)\). By expanding \( c_i(x_k + t_k^3 s_k) \) around \( c_i(x_k) \) and using Assumptions A.3 and A.4 we get (6.19).

The estimate (6.20) follows from (6.2), \( \rho_k \geq 1 \), and the Lipschitz continuity of the second derivatives.

The last result in this section is a direct consequence of the scheme that updates \( \rho_k \) in Step 2.3 of Algorithms 5.1.

Lemma 6.6. The sequence \( \{\rho_k\} \) satisfies

\[
\rho_k \geq \rho_{k-1} \geq 1 \quad \text{and} \quad \text{pred}(s_k; \rho_k) \geq \frac{\rho_k}{2} \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right).
\]

7. Global convergence to a first-order KKT point. The proof of the global convergence to a first-order KKT point (Theorem 7.1) established in this section follows the structure of the convergence theory presented in [15] for the equality-constrained optimization problem. This proof is by contradiction and is based on Condition C.1. We show that the supposition

\[
\|D_k \bar{g}_k\| + \|C_k\| > \epsilon_{tol},
\]

for all \( k \), leads to a contradiction.

The following three lemmas are necessary to bound the predicted decrease.

Lemma 7.1. Under Condition C.1 the predicted decrease in the merit function satisfies

\[
\text{pred}(s_k; \rho) \geq \kappa_6 \|D_k \bar{g}_k\| \min \left\{ \kappa_7 \|D_k \bar{g}_k\|, \kappa_8 \delta_k \right\} \\
- \kappa_{10} \|C_k\| + \rho \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right),
\]

for every \( \rho > 0 \).

Proof. The inequality (7.1) follows from a direct application of (6.13) and from the lower bound (6.6).
Lemma 7.2. Assume Condition C.1 and $\|D_k \tilde{y}_k\| + \|C_k\| > \epsilon_{tol}$ are satisfied. If $\|C_k\| \leq \alpha \delta_k$, where $\alpha$ is a positive constant satisfying

$$
\alpha \leq \min \left\{ \frac{\epsilon_{tol}}{3\delta_{max}}, \frac{\kappa_6 \epsilon_{tol}}{3\delta_{max}} \right\},
$$

then

$$
pred(s_k; \rho) \geq \frac{\kappa_6}{2} \|D_k \tilde{y}_k\| \min \left\{ \kappa_7 \|D_k \tilde{y}_k\|, \kappa_8 \delta_k \right\} + \frac{\epsilon_{tol}}{3 \delta_{max}} \min \left\{ \frac{2 \kappa_7 \epsilon_{tol}}{3 \delta_{max}}, \kappa_8 \delta_k \right\},
$$

for every $\rho > 0$.

Proof. From $\|D_k \tilde{y}_k\| + \|C_k\| > \epsilon_{tol}$ and the first bound on $\alpha$ given by (7.2), we get

$$
\|D_k \tilde{y}_k\| > \frac{2}{3} \epsilon_{tol}.
$$

If we use this, (7.1), and the second bound on $\alpha$ given by (7.2), we obtain

$$
pred(s_k; \rho) \geq \frac{\kappa_6}{2} \|D_k \tilde{y}_k\| \min \left\{ \kappa_7 \|D_k \tilde{y}_k\|, \kappa_8 \delta_k \right\} + \frac{\epsilon_{tol}}{3 \delta_{max}} \min \left\{ \frac{2 \kappa_7 \epsilon_{tol}}{3 \delta_{max}}, \kappa_8 \delta_k \right\} - \kappa_1 \|C_k\| + \rho \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right) \geq \frac{\kappa_6}{2} \|D_k \tilde{y}_k\| \min \left\{ \kappa_7 \|D_k \tilde{y}_k\|, \kappa_8 \delta_k \right\} + \rho \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right).
$$

We can use Lemma 7.2 with $\rho = \rho_{k-1}$ and conclude that if $\|D_k \tilde{y}_k\| + \|C_k\| > \epsilon_{tol}$ and $\|C_k\| \leq \alpha \delta_k$, then the penalty parameter at the current iteration does not need to be increased. See Step 2.3 of Algorithms 5.1. This is equivalent to Lemma 7.7 in [15]. The next lemma states the same result as Lemma 7.8 in [15] but with a different choice of $\alpha$.

Lemma 7.3. Assume Condition C.1 and $\|D_k \tilde{y}_k\| + \|C_k\| > \epsilon_{tol}$. If $\|C_k\| \leq \alpha \delta_k$, where $\alpha$ satisfies (7.2), then there exists a positive constant $\kappa_{14} > 0$ such that

$$
pred(s_k; \rho_k) \geq \kappa_{14} \delta_k.
$$

Proof. From (7.3) with $\rho = \rho_k$ and $\|D_k \tilde{y}_k\| \geq \frac{2}{3} \epsilon_{tol}$, cf. (7.4), we obtain

$$
pred(s_k; \rho_k) \geq \frac{\epsilon_{tol}}{3 \delta_{max}} \min \left\{ \frac{2 \kappa_7 \epsilon_{tol}}{3 \delta_{max}}, \kappa_8 \delta_k \right\} \geq \frac{\epsilon_{tol}}{3 \delta_{max}} \min \left\{ \frac{2 \kappa_7 \epsilon_{tol}}{3 \delta_{max}}, \kappa_8 \delta_k \right\} \delta_k.
$$

Hence (7.5) holds with

$$
\kappa_{14} = \frac{\epsilon_{tol}}{3 \delta_{max}} \min \left\{ \frac{2 \kappa_7 \epsilon_{tol}}{3 \delta_{max}}, \kappa_8 \delta_k \right\}.
$$

The following lemma is also required.
Lemma 7.4. Under Condition C.1, if \( \|D_k\tilde{g}_k\| + \|C_k\| > \epsilon_{tol}\) for all \( k \) then the sequences \( \{\rho_k\} \) and \( \{L_k\} \) are bounded and \( \delta_k \) is uniformly bounded away from zero.

Proof. See Lemmas 7.9–7.13, 8.2 in [15].

Our first global convergence result follows.

Theorem 7.1. Under Condition C.1 the sequences of iterates generated by the trust-region interior-point SQP Algorithms 5.1 satisfy

\[
\liminf_k \left( \|D_k W_k^T \nabla f_k\| + \|C_k\| \right) = 0.
\]

Proof. The proof is by contradiction. Suppose that for all \( k \)

\[
\|\tilde{D}_k\tilde{g}_k\| + \|C_k\| > \epsilon_{tol}.
\]

At each iteration \( k \) either \( \|C_k\| \leq \alpha \delta_k \) or \( \|C_k\| > \alpha \delta_k \), where \( \alpha \) satisfies (7.2). In the first case we appeal to Lemmas 7.3 and 7.4 and obtain

\[
\text{pred}(s_k; \rho_k) \geq \kappa_4 \delta_*,
\]

where \( \delta_* \) is the lower bound on \( \delta_k \) given by Lemma 7.4. If \( \|C_k\| > \alpha \delta_k \), we have from \( \rho_k \geq 1, (6.1), (6.21) \), and Lemma 7.4, that

\[
\text{pred}(s_k; \rho_k) \geq \frac{\kappa_5}{2} \min\{\kappa_3 \alpha, 1\} \delta_*.
\]

Hence \( \text{pred}(s_k; \rho_k) \geq \kappa_5 \) for all \( k \), where the positive constant \( \kappa_5 \) does not depend on \( k \). From this and (6.19) we establish

\[
\left| \frac{\text{ared}(s_k; \rho_k) - \text{pred}(s_k; \rho_k)}{\text{pred}(s_k; \rho_k)} \right| \leq \frac{\kappa_{12}}{\kappa_{15}} \left( \|s_k\|^2 + \rho_* \left( \|s_k\|^3 + \|C_k\| \|s_k\|^2 \right) \right) \leq \kappa_{16} \delta_k^2,
\]

where \( \rho_* \) is the upper bound on \( \rho_k \) guaranteed by Lemma 7.4. From the rules that update \( \delta_k \) in Step 2.4 of Algorithms 5.1 this inequality tells us that an acceptable step always is found after a finite number of unsuccessful iterations. Using this fact, we can ignore the rejected steps and work only with successful iterates. So, without loss of generality, we have

\[
L_k - L_{k+1} = \text{ared}(s_k; \rho_k) \geq \eta_1 \text{pred}(s_k; \rho_k) \geq \eta_1 \kappa_{15}.
\]

Now, if we let \( k \) go to infinity, this contradicts the boundedness of \( \{L_k\} \) guaranteed by Lemma 7.4. Hence the supposition (7.7) is false, and we must have that

\[
\liminf_k \left( \|D_k\tilde{g}_k\| + \|C_k\| \right) = 0.
\]

Let \( \{k_j\} \) be a subsequence with \( \lim_j (\|D_k\tilde{g}_k\| + \|C_k\|) = 0 \). Together with (5.4) and the boundedness of \( \{H_k\} \) this implies \( \lim_j \left( \|D_k W_k^T \nabla f_k\| + \|C_k\| \right) = 0 \). To establish (7.6), it remains to show that \( \tilde{D}_{k_j} \), which is the scaling matrix defined with the reduced gradient \( W_k^T (H_k s_k + \nabla f_k) \), can be replaced by \( D_{k_j} \). This can be shown by standard arguments. Let \( i \in \{1, \ldots, n - m\} \) be
arbitrary. Assume there exists \( \epsilon_1 > 0 \) and a subsequence of \( \{k_j\} \), for simplicity again denoted by \( \{k_j\} \), such that

\[
\|(D_{k_j} - D_{k_j})W_{k_j}^T \nabla f_{k_j}\| > \epsilon_1.
\]

If \( (W_{k_j}^T \nabla f_{k_j}) \rightarrow 0 \), then the boundedness of \( D_{k_j} \) and \( D_{k_j} \) yields a contradiction to (7.9). Thus, there must exist \( \epsilon_2 > 0 \) and a subsequence of \( \{k_j\} \), again denoted by \( \{k_j\} \), such that \( \|(W_{k_j}^T \nabla f_{k_j})\| > \epsilon_2 \).

Since \( \lim_j H_{k_j}a_{k_j}^0 = 0 \), the definitions of \( D \) and \( D \) imply that \( \|(D_{k_j} - D_{k_j})\| \rightarrow 0 \), which again leads to a contradiction of (7.9). Consequently, the previous assumption cannot be satisfied and (7.6) is proven.

Using the continuity of \( C(x), D(x)W(x)^T \nabla f(x) \), and Theorem 7.1, we can deduce the following result.

Corollary 7.1. Let the conditions of Theorem 7.1 be valid. If \( \{x_k\} \) is a bounded sequence, then \( \{x_k\} \) has a limit point satisfying the first-order KKT conditions.

8. Global convergence to a second-order KKT point. In this section we establish global convergence to a point that satisfies the second-order necessary KKT conditions.

Theorem 8.1. Under Conditions C.1-C.3, the sequences of iterates generated by the trust-region interior-point SQP Algorithms 5.1 satisfy

\[
\liminf_k \left( \|D_k \bar{y}_k\| + \|C_k\| + \tau_k^2 \gamma_k \right) = 0,
\]

where \( \gamma_k \) is the Lagrange multiplier corresponding to the trust-region constraint, see (5.15), (5.20), and \( \tau_k \) is the damping parameter defined in (5.17).

Proof. The proof is again by contradiction. Suppose that for all \( k \),

\[
\| \bar{D}_k \bar{y}_k \| + \|C_k\| + \tau_k^2 \gamma_k > \frac{5}{3} \epsilon_{tol}.
\]

(i) Suppose that \( \|C_k\| \leq \alpha' \epsilon_{k} \), where

\[
\alpha' = \min \left\{ \alpha, \frac{\kappa_6 \epsilon_{tol}}{3 \kappa_{11}(1 + \kappa_4)} \right\},
\]

and \( \alpha \) satisfies (7.2). From the first bound on \( \alpha \) in (7.2) we get

\[
\| \bar{D}_k \bar{y}_k \| + \tau_k^2 \gamma_k > \frac{4}{3} \epsilon_{tol}.
\]

Thus, either \( \| \bar{D}_k \bar{y}_k \| > \frac{2}{3} \epsilon_{tol} \) or \( \tau_k^2 \gamma_k > \frac{2}{3} \epsilon_{tol} \). In the first case we proceed exactly as in Lemmas 7.2, 7.3 and obtain

\[
\text{pred}(s_k; \rho) \geq \frac{\kappa_6}{2} \| \bar{D}_k \bar{y}_k \| \min \left\{ \kappa_7 \| \bar{D}_k \bar{y}_k \|, \kappa_4 \beta_k \right\} + \rho \left( \|C_k\|^2 - \|J_k s_k + C_k\| \right)
\]

\[
\geq \frac{\kappa_{14}}{\epsilon_{\max}} \beta_k^2.
\]
for every $\rho > 0$. If $\tau_k^2 \gamma_k > \frac{2}{3} \epsilon_{\text{tol}}$ then from (6.4), (6.12), (6.14), $\|s_k^0\| \leq \delta_k$, and the second bound on $\alpha'$ given in (8.3), we can write

\[
\text{pred}(s_k; \rho) = q_k(s_k^0) - q_k(s_k^0) + W_k(s_k) + q_k(0) - q_k(s_k^0) - \Delta \lambda_k^T(J_k s_k + C_k) + \rho \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right)
\]

\[
\geq \frac{1}{2} \kappa_2 \tau_k^2 \gamma_k \delta_k^2 + \frac{1}{3} \kappa_2 \epsilon_{\text{tol}} \delta_k - \kappa_{11} \|C_k\|(1 + \kappa_4) \delta_k + \rho \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right)
\]

\[
(8.5)
\]

\[
\geq \frac{1}{2} \kappa_2 \tau_k^2 \gamma_k \delta_k^2 + \rho \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right)
\]

\[
\geq \frac{\kappa_2 \epsilon_{\text{tol}}}{3} \delta_k^2
\]

for every $\rho > 0$. From the two bounds (8.4), (8.5), we conclude that if $\|C_k\| \leq \alpha' \delta_k$ then the penalty parameter does not increase. See Step 2.3 of Algorithms 5.1. Moreover, these two bounds on $\text{pred}(s_k; \rho_k)$ show the existence of a positive constant $\kappa_{17}$ independent of $k$ such that

\[
\text{pred}(s_k; \rho_k) \geq \kappa_{17} \delta_k^2,
\]

provided $\|C_k\| \leq \alpha' \delta_k$.

(iii) Now we prove that $\{\rho_k\}$ is bounded. If $\rho_k$ is increased at iteration $k$, then it is updated according to the rule

\[
\rho_k = 2 \left( \frac{q_k(s_k) - q_k(0) + \Delta \lambda_k^T(J_k s_k + C_k)}{\|C_k\|^2 - \|J_k s_k + C_k\|^2} \right) + \bar{\rho}.
\]

We can write

\[
q_k^2 \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right) = q_k(s_k) - q_k(s_k^0)
\]

\[
- (q_k(0) - q_k(s_k^0)) + \Delta \lambda_k^T(J_k s_k + C_k)
\]

\[
+ \frac{2}{3} \left( \|C_k\|^2 - \|J_k s_k + C_k\|^2 \right).
\]

By applying (6.1) to the left hand side and (6.4), (6.12), (6.14), and $\|s_k^0\| \leq \delta_k$ to the right hand side, we obtain

\[
\frac{\rho_k}{2} \kappa_2 \|C_k\| \min \{\kappa_3 \|C_k\|, \delta_k\} \leq \kappa_{11} (1 + \kappa_4) \delta_k \|C_k\| + \frac{\bar{\rho}}{2} \left( -2(J_k^T C_k)^T s_k - \|J_k s_k\|^2 \right)
\]

\[
(8.7)
\]

\[
\leq \kappa_{11} (1 + \kappa_4) + \bar{\rho} \nu_4 \kappa_4 \|C_k\|.
\]

If $\rho_k$ is increased at iteration $k$, then, because of part (i), $\|C_k\| > \alpha' \delta_k$. Now we use this fact to establish that

\[
\left( \frac{\kappa_2}{2} \min \{\kappa_3 \alpha', 1\} \right) \rho_k \leq \kappa_{11} (1 + \kappa_4) + \bar{\rho} \nu_4 \kappa_4.
\]

This proves that $\{\rho_k\}$ and $\{L_k\}$ are bounded sequences.

(iii) The next step is to prove that $\delta_k$ is bounded away from zero.

If $s_{k-1}$ was an acceptable step, then $\delta_k \geq \delta_{\min}$, see Step 2.4 in Algorithms 5.1.
If \( s_{k-1} \) was a rejected, then \( \delta_k \geq \kappa_5 \| s_{k-1} \| \), see (6.5). We consider two cases. In both cases we will use the fact that

\[
1 - \eta_1 \leq \frac{\text{ared}(s_{k-1}; \rho_{k-1})}{\text{pred}(s_{k-1}; \rho_{k-1})} - 1.
\]

In the first case we will assume that \( \| C_{k-1} \| \leq \alpha' \delta_{k-1} \). From (8.6) we have \( \text{pred}(s_{k-1}; \rho_{k-1}) \geq \kappa_1 \delta_{k-1}^2 \). Thus we can use \( \| s_{k-1} \| \leq \kappa_4 \delta_{k-1} \), see (6.4), and (6.20) with \( k \) replaced by \( k-1 \) to obtain

\[
\frac{\text{ared}(s_{k-1}; \rho_{k-1})}{\text{pred}(s_{k-1}; \rho_{k-1})} - 1 \leq \frac{\kappa_1 \rho_k}{\kappa_4} \left( \frac{\delta_{k-1}^2 + \kappa_4 \alpha' \delta_{k-1}^2}{\kappa_1 \delta_{k-1}^2} \right) \| s_{k-1} \|.
\]

This gives \( \delta_k \geq \kappa_5 \| s_{k-1} \| \geq \frac{\kappa_1 (1-\eta_1) \kappa_1}{\kappa_4 \rho_k (\kappa_4^2 + \alpha' \kappa_4^2)} \equiv \kappa_18 \).

The other case is \( \| C_{k-1} \| > \alpha' \delta_{k-1} \). In this case we get from (6.1) and (6.21) with \( k \) replaced by \( k-1 \) that

\[
\text{pred}(s_{k-1}; \rho_{k-1}) \geq \frac{\rho_{k-1}}{2} \kappa_2 \| C_{k-1} \| \min \{ \kappa_3 \| C_{k-1} \|, \delta_{k-1} \}
\]

\[\geq \rho_{k-1} \kappa_19 \delta_{k-1} \| C_{k-1} \|
\]

\[\geq \rho_{k-1} \alpha' \kappa_19 \delta_{k-1}^2,
\]

where \( \kappa_19 = \frac{\kappa_2}{2} \min \{ \kappa_3 \alpha', 1 \} \). Again we use \( \rho_{k-1} \geq 1 \) and (6.20) with \( k \) replaced by \( k-1 \), this time with the last two lower bounds on \( \text{pred}(s_{k-1}; \rho_{k-1}) \), and we write

\[
\frac{\text{ared}(s_{k-1}; \rho_{k-1})}{\text{pred}(s_{k-1}; \rho_{k-1})} - 1 \leq \frac{\kappa_1 \rho_{k-1} \| s_{k-1} \|^3}{\| \text{pred}(s_{k-1}; \rho_{k-1}) \|} + \frac{\kappa_2 \rho_{k-1} \| C_{k-1} \| \| s_{k-1} \|^2}{\| \text{pred}(s_{k-1}; \rho_{k-1}) \|}
\]

\[\leq \frac{\kappa_1 \rho_{k-1} \kappa_3 \delta_{k-1}^2}{\rho_{k-1} \alpha' \kappa_19 \delta_{k-1}^2} + \frac{\kappa_2 \rho_{k-1} \kappa_4 \delta_{k-1} \| C_{k-1} \|}{\rho_{k-1} \alpha' \kappa_19 \delta_{k-1} \| C_{k-1} \|} \| s_{k-1} \|.
\]

Hence \( \delta_k \geq \kappa_5 \| s_{k-1} \| \geq \frac{\kappa_1 (1-\eta_1) \kappa_1}{\kappa_4 \rho_k (\kappa_4^2 + \alpha' \kappa_4^2)} \equiv \kappa_20 \).

Combining the two cases yields

\[
\delta_k \geq \delta_* = \min \{ \delta_{\min}, \kappa_18, \kappa_20 \}
\]

for all \( k \).

(iv) The rest of the proof consists of proving that an acceptable trial step is always found after a finite number of iterations and then from this concluding that the supposition (8.2) is false. The proof of these facts is exactly the proof of Theorem 7.1 where \( \alpha \) is now \( \alpha' \) and \( \kappa_14 \delta_* \) is replaced by \( \kappa_17 \delta_*^2 \).

The following result finally establishes global convergence to a point satisfying the second-order necessary KKT conditions. The proof uses ideas applied in [13, Lem. 3.8]. However, we show that convergence to a limit point satisfies the second-order necessary conditions even in the degenerate case.

**Theorem 8.2.** Let \( \{ \{ x_k \} \} \) be a bounded sequence of iterates generated by the trust-region interior-point SQP Algorithms 5.1 under Conditions C.1–C.3. Then \( \{ x_k \} \) has a limit point \( x_* \).
satisfying the first-order KKT conditions. Furthermore, \( x_\ast \) satisfies the second-order necessary KKT conditions.

**Proof.** Consider the subsequence of \( \{x_k\} \) for which the limit in (8.1) is zero. Since this subsequence is bounded we can use the same arguments as in the proof of Theorem 7.1 to show that it has a convergent subsequence indexed by \( \{k_j\} \) such that

\[
(8.8) \quad \lim_j \left( \| D_{k_j} \bar{g}_{k_j} \| + \| C_{k_j} \| \right) = \lim_j \left( \| D_{k_j} W_{k_j}^T \nabla f_{k_j} \| + \| C_{k_j} \| \right) = 0.
\]

Moreover,

\[
(8.9) \quad \lim_j \tau_{k_j}^2 \gamma_{k_j} = 0,
\]

where \( \tau_{k_j} \) is given by (5.17). Let \( x_\ast \) denote the limit of \( \{x_{k_j}\} \). It follows from (8.8) and the continuity of \( C(x) \) and \( D(x)W(x)^T \nabla f(x) \) that \( x_\ast \) satisfies the first-order KKT conditions.

Next, we will prove that \( \lim_j \gamma_{k_j} = 0 \). First we consider the decoupled approach. Define the vector valued function \( h \) as follows:

\[
h(x)_i = \begin{cases} 
1 & \text{if } \left( W(x)^T \nabla f(x) \right)_i = 0 \text{ and } \left( D(x)_i \right) = 0, \\
\left( W(x)^T \nabla f(x) \right)_i & \text{otherwise,}
\end{cases}
\]

for all \( i = 1, \ldots, n - m \). The function \( h \) is used to identify the active indices. By definition of \( h \) and since \( x_\ast \) satisfies the first-order KKT conditions, the implications

\[
(8.10) \quad D(x_\ast)_i = 0 \iff h(x_\ast)_i \neq 0, \quad i = 1, \ldots, n - m
\]

are valid. (If \( x_\ast \) is nondegenerate then \( h(x_\ast) = W(x_\ast)^T \nabla f(x_\ast) \).) Moreover,

\[
(8.11) \quad \lim_{x \to x_\ast} D(x)h(x) = 0.
\]

Since \( \lim_j x_{k_j} = x_\ast \), (8.10) implies the existence of \( \epsilon_0 \in (0, 1) \) such that

\[
(8.12) \quad \min \left\{ (u_{k_j})_i - a_i, b_i - (a_{k_j})_i \right\} + \left( h_{k_j} \right)_i > 2\epsilon_0, \quad i = 1, \ldots, n - m
\]

for large enough \( j \), and

\[
2\epsilon_0 < \min \{b_i - a_i, \quad i = 1, \ldots, n - m\}.
\]

Without loss of generality, we will only consider the cases where \( \tau_{k_j} \leq \sigma_{k_j} < 1 \). In the following the index \( i \) will be the index defining \( \tau_{k_j} \) in (5.17). (The index \( i \) is really \( i_j \) but we drop the \( j \) from \( i_j \) to alleviate the notation.) We also assume that \( j \) is large enough such that

\[
(8.13) \quad \left( D_{k_j}^2 \bar{g}_{k_j} \right)_i < \epsilon_0^2,
\]

cf. (8.11).

Multiplying both sides of (5.16) by \( D_{k_j}^2 \) gives

\[
\left( E_{k_j} + \gamma_{k_j} I_{n-m} \right) o_{k_j}^d = D_{k_j}^2 \left( -\bar{g}_{k_j} - W_{k_j}^T H_{k_j} W_{k_j} o_{k_j}^d \right),
\]
which in turn implies

\begin{equation}
(8.14) \quad \gamma_{kj} \left( \phi_{kj}^d \right)_i \leq (D_{kj})_{ii} \left( -\tilde{\phi}_{kj} - W_k H_k W_k \phi_{kj}^d \right)_i.
\end{equation}

Also, Assumption A.6 implies \( \| \phi_{kj}^d \| \leq \nu_3 \delta_{kj} \leq \nu_3 \delta_{\max} \). From this, (6.3), and Assumptions A.3–A.4, we can write

\begin{equation}
(8.15) \quad \frac{1}{\left( \phi_{kj}^d \right)_i} \geq \frac{\gamma_{kj}}{\kappa_{21} (D_{kj})_{ii}^2}
\end{equation}

for some \( \kappa_{21} \) independent of \( k \). Now we distinguish between two cases.

In the first case we consider \( \left| \left( h_{kj} \right)_i \right| \leq \epsilon_0 \) and appeal to (8.12) to get \( \min \{ (u_{kj})_i - a_i, b_i - (u_{kj})_i \} > \epsilon_0 \). Thus from (8.15) and the definition (5.17) of \( \tau_{kj} \) we obtain

\begin{equation}
(8.16) \quad \tau_{kj} \geq \frac{\sigma_{kj} \gamma_{kj} \epsilon_0}{\kappa_{21} (D_{kj})_{ii}^2}.
\end{equation}

Now we analyze the case \( \left| \left( h_{kj} \right)_i \right| > \epsilon_0 \). Two possibilities can occur.

(i) The first possibility is that the value of the numerator defining \( \tau_{kj} \) is equal to \( (D_{kj})_{ii}^2 \). In this situation (8.15) immediately implies

\begin{equation}
(8.17) \quad \tau_{kj} \geq \frac{\sigma_{kj} \gamma_{kj}}{\kappa_{21}}.
\end{equation}

(ii) The other possibility is that the value of the numerator defining \( \tau_{kj} \) is not equal to \( (D_{kj})_{ii}^2 \). In this case we have from (8.13) that \( (D_{kj})_{ii}^2 < \epsilon_0 \) and since \( b_l - a_l > 2\epsilon_0 \), the numerator in the definition (5.17) of \( \tau_{kj} \) is bigger than \( \epsilon_0 \). Thus

\begin{equation}
(8.18) \quad \tau_{kj} \geq \frac{\sigma_{kj} \gamma_{kj} \epsilon_0}{\kappa_{21} (D_{kj})_{ii}^2}.
\end{equation}

Using (8.9), (8.16), (8.17), (8.18), \( \sigma_{kj} \geq \sigma \), and the boundedness of \( D_{kj} \), this proves that

\[ \lim_{i} \gamma_{kj} = 0. \]

By (5.15) we know that

\[ \tilde{D}_{kj} W_k^T H_k W_k \tilde{D}_{kj} + E_{kj} + \gamma_{kj} I_n - m \]

is positive semi–definite. Hence condition (8.8), the continuity of \( W(x)^T \nabla^2_{xx} f(x, \lambda) W(x) \), the limits \( \lim_{j} \left\| W_k^T H_k s_{kj}^n \right\| = 0 \) and \( \lim_{j} \gamma_{kj} = 0 \) imply that the limit of the principal submatrix of \( W_k^T H_k W_k \) corresponding to indices \( l \) such that \( a_l < (u_{kj})_i < b_l \) is positive semi–definite. Hence, the second–order necessary KKT conditions are satisfied at \( x_n \). This completes the proof for the decoupled approach.

The proof for the coupled trust–region approach differs only from the proof for the decoupled approach in the use of equations (5.20) and (5.21) and in the use of \( \| W_k \phi_{kj}^d \| \leq (1 + \nu_3) \delta_{\max} \) to bound the right hand side of inequality (8.14).

**Remark 8.1.** The global convergence results of Sections 7 and 8 hold true if the quadratic \( \Psi_k(s_n) \) is redefined as \( \Psi_k(s_n) = q_k(s_n^p + W_k s_n) \) (see (5.7) and (5.8)) without the Newton augmentation term \( \frac{1}{2} s_n^T (E_k D_k^{-2}) s_n \). They are valid also if the matrices \( D_k \) and \( \tilde{D}_k \) are redefined respectively as \( D_k^p \) and \( \tilde{D}_k^p \) with \( p \geq 1 \).
9. Local rate of convergence. We will now analyze the local behavior of Algorithms 5.1 under Conditions C.1, C.3, and C.4. We start by looking at the behavior of the trust radius close to a nondegenerate point that satisfies the second-order sufficient KKT conditions. For this purpose we require the following lemma.

**Lemma 9.1.** Under Condition C.1 the quasi-normal component satisfies

\[ \| s^k_n \| \leq \kappa_2 \| s^k \|, \]

where \( \kappa_2 \) is positive and independent of the iteration counter \( k \).

**Proof.** From \( s^k_k = s^k_n + W_k(s^k)u \), we obtain

\[ \| s^k_n \| = \| s^k_k \| - \| W_k(s^k)u \|. \]

But since \( \| s^k \|^2 = \| s^k_n \|^2 + \| s^k_k \|^2 \), we use Assumption A.4 to obtain

\[ \| s^k_n \| \leq (1 + \nu_6) \| s^k \|, \]

and (9.1) holds with \( \kappa_2 = 1 + \nu_6 \). \( \square \)

**Theorem 9.1.** Let \( \{ x_k \} \) be a sequence of iterates generated by the trust-region interior-point SQP Algorithms 5.1 under Conditions C.1 and C.3. If \( x_k \) converges to a nondegenerate point \( x^* \) satisfying the second-order sufficient KKT conditions, then \( \delta_k \) is uniformly bounded away from zero and eventually all the iterations will be successful.

**Proof.** It follows from \( \lim_{k \to +\infty} x_k = x^* \) and \( C(x^*) = 0 \) that \( \lim_{k \to +\infty} \| C_k \| = 0 \). This fact, condition (5.4), and Assumptions A.3-A.4, together imply \( \lim_{k \to +\infty} \| W_k^T H_k s^k_n \| = 0 \). Since \( x_k \) converges to a nondegenerate point that satisfies the second-order sufficient KKT conditions and \( \lim_{k \to +\infty} \| W_k^T H_k s^k_n \| = 0 \), there exists \( \overline{\gamma} > 0 \) such that the smallest eigenvalue of \( D_k W_k^T H_k W_k D_k + E_k \) is greater than \( \overline{\gamma} \) for \( k \) sufficiently large.

First we will prove that \( \{ \rho_k \} \) is a bounded sequence. Since \( \Psi_k(0) - \Psi_k((s^k)_u) \geq 0 \), we obtain

\[ \frac{1}{2}(D_k^{-1}(s^k)_u)^T (D_k W_k^T H_k W_k D_k + E_k) (D_k^{-1}(s^k)_u) \leq \| D_k^{-1}(s^k)_u \| \| D_k \tilde{g}_k \|, \]

which, by using the upper bounds on \( W_k \) and \( D_k \) given by Assumptions A.4 and A.6, implies

\[ \| s^k_k \| = \| W_k(s^k)_u \| \leq \frac{2
u_0 \nu_3}{\overline{\gamma}} \| D_k \tilde{g}_k \|. \]

Using (6.6) and (9.2), we find that

\[ q_k(s^k_n) - q_k(s^k_n + W_k(s^k)_u) \geq \kappa_6 \| D_k \tilde{g}_k \| \min\{ \kappa_7 \| D_k \tilde{g}_k \|, \kappa_8 \delta_k \} \geq \kappa_{23} \| s^k_k \|^2, \]

where \( \kappa_{23} = \frac{\kappa_6 \kappa_7}{2 \nu_0 \nu_3} \min\{ \frac{\kappa_7}{\nu_0 \nu_3}, \frac{\kappa_8}{\nu_0 \nu_3}, \frac{\kappa_9}{\nu_0 \nu_3} \} \) accounts for the decoupled and coupled cases.

Next, we prove that if \( \| C_k \| \leq \alpha'' \| s^k \| \), where \( \alpha'' \) will be defined later, then the penalty parameter does not need to be increased. From (5.4) and \( \| C_k \| \leq \alpha'' \| s^k \| \), we get

\[ \| s^k \|^2 \leq \left( \| s^k_n \| + \| s^k_k \| \right)^2 \leq 2 \| s^k_n \|^2 + 2 \| s^k_k \|^2 \leq 2 \alpha'' \kappa_7^2 \| C_k \| \| s^k \| + 2 \| s^k_k \|^2. \]
This estimate, (5.4), (6.14), (9.3), and \( \| C_k \| \leq \alpha'' s_k \), yield

\[
\begin{align*}
\text{pred}(s_k; \rho) &= q_k(s_k^0) - q_k(s_k^0) + W_k(s_k^0) + q_k(0) - q_k(s_k^0) - \Delta \lambda_k^2 (J_k s_k + C_k) \\
&\quad + \rho \left( \| C_k \|^2 - \| J_k s_k + C_k \|^2 \right) \\
(9.4) \quad &\geq \frac{1}{4} \kappa_{23} \| s_k \|^2 + \left( \frac{1}{4} \kappa_{23} \| s_k \| - (\alpha'' \kappa_1^2 \kappa_{23} + \kappa_{11} (\alpha'' \kappa_1 + 1)) \| C_k \| \right) \| s_k \|
&\quad + \rho \left( \| C_k \|^2 - \| J_k s_k + C_k \|^2 \right),
\end{align*}
\]

for every \( \rho > 0 \). If \( \| C_k \| \leq \alpha'' s_k \), where \( \alpha'' \) satisfies

\[
(9.5) \quad (4\kappa_{11}) \alpha'' + \left( 4\kappa_1^2 \kappa_{23} + 4 \kappa_1 \kappa_{11} \right) (\alpha'')^2 \leq \kappa_{23},
\]

then we set \( \rho = \rho_{k-1} \) in (9.4) and deduce that the penalty parameter does not need to be increased. See Step 2.3 of Algorithms 5.1. Hence if \( \rho_k \) is increased then the inequality \( \| C_k \| > \alpha'' s_k \) must hold, and we can proceed as in Theorem 8.1, equation (8.7), and write

\[
\frac{\rho_k}{2} \kappa_2 \| C_k \| \min \left\{ \kappa_3 \| C_k \|, \frac{1}{\kappa_4} \| s_k \| \right\} \leq (\kappa_{11} (\kappa_{22} + 1) + \bar{\nu} q_4) \| s_k \| \| C_k \|,
\]

(here we used inequality (9.1)) which in turn implies

\[
\left( \frac{\kappa_2}{2} \min \left\{ \kappa_3 \alpha'', \frac{1}{\kappa_4} \right\} \right) \rho_k \leq \kappa_{11} (\kappa_{22} + 1) + \bar{\nu} q_4.
\]

This gives the uniform boundedness of the penalty parameter:

\[
\rho_k \leq \rho_s
\]

for all \( k \).

Given the boundedness of \( \{ \rho_k \} \) we can complete the proof of the theorem. If \( \| C_k \| > \alpha'' s_k \), where \( \alpha'' \) satisfies (9.5), then from (6.1) and (6.21) we find that

\[
\text{pred}(s_k; \rho_k) \geq \rho_k \frac{\kappa_2}{2} \| C_k \| \min \{ \kappa_3 \| C_k \|, \delta_k \} \geq \rho_k \kappa_2 s_k \| s_k \|^2,
\]

where \( \kappa_2 = \frac{\kappa_{24}}{2} \min \{ \kappa_3 \alpha'', \frac{1}{\kappa_4} \} \). In this case it follows from (6.20) and (9.6) that

\[
(9.7) \quad \left| \frac{\text{ared}(s_k; \rho_k)}{\text{pred}(s_k; \rho_k)} - 1 \right| \leq \frac{\kappa_{13}}{\kappa_{24}} (\| s_k \| + \| C_k \|).
\]

Now, suppose that \( \| C_k \| \leq \alpha'' s_k \). From (9.4) with \( \rho = \rho_k \) we obtain \( \text{pred}(s_k; \rho_k) \geq \frac{\alpha''}{2} \| s_k \|^2 \).

Now we use (6.20) and \( \rho_k \leq \rho_s \), to get

\[
(9.8) \quad \left| \frac{\text{ared}(s_k; \rho_k)}{\text{pred}(s_k; \rho_k)} - 1 \right| \leq \frac{4\kappa_{13} \rho_s}{\kappa_{23}} (\| s_k \| + \| C_k \|).
\]

Finally from (9.7), (9.8), \( \lim_{k \to +\infty} x_k = x_* \), and \( \lim_{k \to +\infty} \| C_k \| = 0 \), we get

\[
\lim_{k \to +\infty} \frac{\text{ared}(s_k; \rho_k)}{\text{pred}(s_k; \rho_k)} = 1,
\]
which by the rules for updating the trust radius given in Step 2.4 of Algorithms 5.1, shows that $\delta_k$ is uniformly bounded away from zero.

We use the following straightforward globalization of the quasi-normal component $s^n_k$ of the Newton step given in (5.27). The new quasi-normal component is given by:

$$
(9.9) 
\begin{align*}
\begin{pmatrix} -\xi_k C_y(x_k)^{-1} C_k \\
0
\end{pmatrix},
\end{align*}
$$

where

$$
(9.10) 
\xi_k = \begin{cases} 
1 & \text{if } \|C_y(x_k)^{-1} C_k\| \leq \delta_k, \\
\frac{\delta_k}{\|C_y(x_k)^{-1} C_k\|} & \text{otherwise}.
\end{cases}
$$

Before we state the $q$-quadratic rate of convergence we prove the following important result.

**Lemma 9.2.** The quasi-normal rate of convergence (9.9) satisfies conditions (5.1), (5.4), and (5.5) for some positive $\kappa_1$, $\kappa_2$, and $\kappa_3$ independent of $k$.

**Proof.** It is obvious that (5.1) holds. Condition (5.4) is a direct consequence of the condition (5.5). In fact, using $\|C_y(x_k)(s^n_k)_y + C_k\| \leq \|C_k\|$ and the boundedness of $\{C_y(x_k)^{-1}\}$ we find that

$$
(9.11) 
\|s^n_k\| = \|s^n_k + C_y(x_k)^{-1} C_k - C_y(x_k)^{-1} C_k\| \\
\leq \|C_y(x_k)^{-1}\| \left( \|C_y(x_k)(s^n_k)_y + C_k\| + \|C_k\| \right) \leq 2\nu_6 \|C_k\|.
$$

So, let us prove (5.5). A simple manipulation shows that

$$
\begin{align*}
\|C_k\|^2 - \|C_y(x_k)(s^n_k)_y + C_k\|^2 &= \|C_k\|^2 - \| - \xi_k C_y(x_k) C_y(x_k)^{-1} C_k + C_k\|^2 \\
&= \|C_k\|^2 - \left( (1 - \xi_k)\|C_k\| \right)^2 \\
&= \xi_k (2 - \xi_k)\|C_k\|^2 \geq \xi_k \|C_k\|^2.
\end{align*}
$$

We need to consider two cases. If $\xi_k = 1$, then

$$
\|C_k\|^2 - \|C_y(x_k)(s^n_k)_y + C_k\|^2 \geq \|C_k\| \min\{\|C_k\|, \delta_k\}.
$$

Otherwise, $\xi_k = \|C_y(x_k)^{-1} C_k\|$. In this case we get

$$
\|C_k\|^2 - \|C_y(x_k)(s^n_k)_y + C_k\|^2 \geq \frac{1}{\nu_6} \|C_k\| \delta_k \geq \frac{1}{\nu_6} \|C_k\| \min\{\|C_k\|, \delta_k\}.
$$

Thus the result holds with $\kappa_2 = \min\{1, \frac{1}{\nu_6}\}$ and $\kappa_3 = 1$. $
\square$

**Corollary 9.1.** Let $\{x_k\}$ be a sequence of iterates generated by the trust–region interior–point SQP Algorithms 5.1 under Conditions C.1, C.3, and C.4. If $x_k$ converges to a nondegenerate point $x_*$ satisfying the second-order KKT conditions, then $x_k$ converges $q$-quadratically.

**Proof.** We start by showing that $|\tau^N_k - 1|$ is $O(\|x_k - x_*\|)$, where $\tau^N_k$ is given by (5.29). Since

$$
\lim_{k \to +\infty} \|W^T_k H_k s^n_k\| = 0, \text{ we have that } \left| \frac{\tau^N_k}{\sqrt{s_{k+1}} - 1} \right| = O(\|s^n_k\|_{s_k}) \text{ (see [12, Eq. (6.4) and Lem. 12]).}
$$
Also since by Condition C.4 $|\sigma_k - 1|$ is $O\left(\left\|D_k \tilde{y}_k\right\|\right)$, and $D_k \tilde{y}_k$ is $O\left(\left\|(s_N^k)_u\right\|\right)$ (see (5.26)), we can see that $|\sigma_k - 1|$ is also $O\left(\left\|(s_N^k)_u\right\|\right)$. Furthermore,

$$|\tau^N_k - 1| \leq \sigma_k \left|\frac{\tau^N_k}{\sigma_k} - 1\right| + |\sigma_k - 1|.$$ 

Hence $|\tau^N_k - 1|$ is $O\left(\left\|(s_N^k)_u\right\|\right)$. But $(s_N^k)_u$ is $O\left(\left\|x_k + s_N^k - x_s\right\|\right)$ and $s_N^k$ is $O\left(\left\|x_k - x_s\right\|\right)$ and this shows that $|\tau^N_k - 1|$ is $O\left(\left\|x_k - x_s\right\|\right)$.

We need to prove that Condition C.4 does not conflict with Condition C.1 so that Theorem 9.1 can be applied. In other words, we need to show that the decrease conditions given in Condition C.1 hold for the Newton-damped step (5.28) whenever it is taken. In Lemma 9.2 we showed that the quasi-normal component $s_n^k$ given in (9.9) satisfies (5.1), (5.4), and (5.5). From Condition C.4, $s_n^k$ given by (5.27) is used when it coincides with the $s_n^k$ given by (9.9). Thus $s_n^k$ given by (5.27) satisfies also (5.1), (5.4), and (5.5). It remains to prove that $\tau^N_k (s_N^k)_u$ satisfies the Cauchy decrease condition (5.13) (5.14) for the coupled approach). This is indeed the case since

$$\Psi_k(0) - \Psi_k(\tau^N_k (s_N^k)_u) \geq -\tau^N_k \tilde{g}^T_k (s_N^k)_u - \frac{1}{2} \left(\tau^N_k\right)^2 \left( (s_N^k)_u \right)^T \left( W_k^T H_k W_k + E_k D_k^{-2} \right) \left( (s_N^k)_u \right)$$

$$\geq \tau^N_k \left( -\tilde{g}^T_k (s_N^k)_u - \frac{1}{2} ( (s_N^k)_u \right)^T \left( W_k^T H_k W_k + E_k D_k^{-2} \right) ( (s_N^k)_u \right)$$

$$\geq \tau^N_k \left( \Psi_k(0) - \Psi_k(c^d_k) \right),$$

and $|\tau^N_k - 1|$ is $O\left(\left\|x_k - x_s\right\|\right)$.

Now we need to show that eventually $s_k$ is given by (5.28). Since $\{x_k\}$ converges to a nondegenerate point satisfying the second–order sufficient KKT conditions, $(s_N^k)_u$ exists for $k$ sufficiently large. Furthermore $(s_N^k)_y = -C_y(x_k)^{-1} C_k$ for $k$ large enough because $\lim_{k \to \infty} C_y(x_k)^{-1} C_k = 0$, and from Theorem 9.1, $\delta_k$ is eventually bounded away from zero. Using a similar argument we see that $\tau^N_k (s_N^k)_u$ is inside the trust region (5.10) for the decoupled approach or (5.12) for the coupled approach. So, from Condition C.4 we conclude that there exists a positive integer $\bar{k}$ such that $s_k$ is given by (5.28) for $k \geq \bar{k}$.

Using the fact that $(s_N^k)_u$ is $O\left(\left\|x_k - x_s\right\|\right)$, we conclude that $\tau^N_k (s_N^k)_u - (s_N^k)_u$ is $O\left(\left\|x_k - x_s\right\|^2\right)$. Thus

$$s_k - s_N^k = \left( s_N^k - C_y(x_k)^{-1} C_u(x_k) \tau^N_k (s_N^k)_u \right) - \left( s_N^k - C_y(x_k)^{-1} C_u(x_k) (s_N^k)_u \right)$$

is $O\left(\left\|x_k - x_s\right\|^2\right)$. This completes the proof since $s_N^k$ can be seen as a Newton step on a given vector function of the type (4.8). This function vanishes at $x_s$ and is continuously differentiable with Lipschitz continuous derivatives and a nonsingular Jacobian matrix in an open neighborhood of $x_s$. See the discussion at the end of Section 4. Thus the $q$–quadratic rate of convergence follows from [17][Thm. 5.2.1] and from the fact that $s_k - s_N^k$ is $O\left(\left\|x_k - x_s\right\|^2\right)$.  

10. **Trial steps and multiplier estimates.** When we described the trust–region interior–
point SQP algorithms, we deferred the practical computation of the quasi-normal and tangential
components and of the multiplier estimates. In the following sections we address these issues.
10.1. Computation of the quasi-normal component. The quasi-normal component $s_k^0$ is an approximate solution of the trust-region subproblem

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \|C_y(x_k)(s_k^0) + C_k\|^2 \\
\text{subject to} & \quad \|s_k^0\| \leq \delta_k,
\end{align*}
\]

and it is required for global convergence to a point that satisfies the necessary KKT conditions to satisfy conditions (5.1), (5.4), and (5.5). As we saw in equation (9.11) of the proof of Lemma 9.2, property (5.4) is a consequence of (5.5). Whether Property (5.5) holds depends on the way in which the quasi-normal component is computed. We will show below that (5.5) is satisfied for many reasonable ways to compute $s_k^0$.

There are various ways to compute the quasi-normal component $s_k^0$ for large scale problems. For example, one can use the conjugate-gradient method as suggested in [61] and [63], or one can use the Lanczos bidiagonalization as described in [26]. Both methods compute an approximate minimizer to the least squares functional in (10.1) from a subspace which contains its negative gradient $-C_y(x_k)^T C_k$. Thus, the components $s_k^0$ generated by these methods satisfy $\|s_k^0\| \leq \delta_k$ and

\[
\frac{1}{2} \|C_y(x_k)(s_k^0) + C_k\|^2 \leq \min \left\{ \frac{1}{2} \|C_y(x_k)s + C_k\|^2 : s \in \text{span}\{-C_y(x_k)^T C_k\}, \|s\| \leq \delta_k \right\}.
\]

We can appeal to a classical result due to Powell, see [52, Thm. 4], [45, Lem. 4.8], to show that

\[
\|C_k\|^2 - \|C_y(x_k)(s_k^0) + C_k\|^2 \geq \frac{1}{2} \|C_y(x_k)^T C_k\| \min \left\{ \frac{\|C_y(x_k)^T C_k\|}{\|C_y(x_k)^T C_y(x_k)\|}, \delta_k \right\}.
\]

Now one can use the fact that $\{C_y(x_k)\}$ and $\{C_y(x_k)^T\}$ are bounded and write

\[
\|C_k\|^2 - \|C_y(x_k)(s_k^0) + C_k\|^2 \geq \kappa_2 \|C_k\| \min \{\kappa_3 \|C_k\|, \delta_k\},
\]

where $\kappa_2$ and $\kappa_3$ are positive and do not depend on $k$.

An alternative to the previous procedures is to compute the solution of $C_y(x_k)s = -C(x_k)$ and to scale this solution back into the trust region (see (9.9)). In Lemma 9.2, we proved that (9.9) satisfies conditions (5.1), (5.4), and (5.5).

10.2. Computation of the tangential component. In this section we show how to derive conjugate-gradient algorithms to compute $(s_k)_u$. Other practical algorithms to compute trial steps for box-constrained minimization trust-region subproblems are introduced in [7] using three dimensional subspace approximations and conjugate gradients.

Let us consider first the decoupled trust-region approach given in Section 5.2.1. If we ignore the bound constraints for the moment, we can apply the conjugate-gradient algorithm proposed by Steihaug [61] and Toint [63] to solve the problem

\[
\begin{align*}
\text{minimize} & \quad \Psi_k(s_u) \\
\text{subject to} & \quad \|D_k^{-1}s_u\| \leq \delta_k.
\end{align*}
\]

However we also need to incorporate the constraints

\[
\sigma_k(a - u_k) \leq s_u \leq \sigma_k(b - u_k).
\]

This leads to the following algorithm:

**Algorithm 10.1 (Computation of $s_k = s_k^0 + W_k(s_k)_u$ (Decoupled Approach)).**
1. Set $s^0_u = 0$, $r_0 = -\bar{g}_k = -W_k^T \nabla q_k(s^n_k)$, $q_0 = D^2_k r_0$, $d_0 = q_0$, and $\epsilon > 0$.
2. For $i = 0, 1, 2, \ldots$ do
   2.1 Compute $\gamma_i = \frac{r_{ti}^T}{r_{ti}^T}$.
   2.2 Compute
   \[ \tau_i = \max \{ \tau > 0 : \| D_k^{-1}(s_i^u + \tau d_i) \| \leq \delta_k, \]
   \[ \sigma_k(a - u_k) \leq s_i^u + \tau d_i \leq \sigma_k(b - u_k) \}. \]
   2.3 If $\gamma_i \leq 0$, or if $\gamma_i > \gamma_i$, then set $(s_k)_u = s_i^u + \gamma_i d_i$, where $\gamma_i$ is given as in 2.2 and go to 3; otherwise set $s_i^{-1} = s_i^u + \gamma_i d_i$.
   2.4 Update the residuals: $r_{i+1} = r_i - \gamma_i(W_k^T H_k W_k + E_k D_k^{-2}(d_i)_u)$ and $q_{i+1} = D_k^2 r_{i+1}$.
   2.5 Check truncation criteria: if $\sqrt{\frac{r_{ti+1}^T q_{i+1}}{\tau_0 q_0}} \leq \epsilon$, set $(s_k)_u = s_i^{-1}$ and go to 3.
   2.6 Compute $\alpha_i = \frac{r_{ti+1}^T q_{i+1}}{r_{ti}^T q_i}$ and set $d_{i+1} = q_{i+1} + \alpha_i d_i$.
3. Compute $s_k = s^n_k + W_k(s_k)_u$ and stop.

Step 2 iterates entirely in the vector space of the $u$ variables. After the $u$ component of the step $s_k$ has been computed, Step 3 finds its $y$ component. The decoupled approach allows an efficient use of an approximation $\bar{H}_k$ to the reduced Hessian $W_k^T \nabla^2 x_k \ell_k W_k$. In this case, only two linear systems are required, one with $C_y(x_k)^T$ in Step 1 to compute $\bar{g}_k$ and the other with $C_y(x_k)$ in Step 3 to compute $W_k(s_k)_u$. If the Hessian $\nabla^2 x_k \ell_k$ is being approximated, then the total number of linear systems is $2I(k) + 2$, where $I(k)$ is the number of conjugate-gradient iterations.

One can transform this algorithm to work in the whole space rather than in the reduced space by considering the coupled trust–region approach given in Section 5.2.2. This alternative is presented below.

**Algorithm 10.2 (Computation of $s_k = s^n_k + W_k(s_k)_u$ (Coupled Approach)).**
1. Set $s^0 = 0$, $r_0 = -\bar{g}_k = -W_k^T \nabla q_k(s^n_k)$, $q_0 = D_k^2 r_0$, $d_0 = W_k q_0$, and $\epsilon > 0$.
2. For $i = 0, 1, 2, \ldots$ do
   2.1 Compute $\gamma_i = \frac{r_{ti}^T}{r_{ti}^T}$.
   2.2 Compute
   \[ \tau_i = \max \{ \tau > 0 : \| \left( -C_y(x_k)^{-1}C_u(x_k)\tau(d_i)_u \right) \| \leq \delta_k, \]
   \[ \sigma_k(a - u_k) \leq s_i^u + \tau d_i \leq \sigma_k(b - u_k) \}. \]
   2.3 If $\gamma_i \leq 0$, or if $\gamma_i > \gamma_i$, then set $s_i^{-1} = s_i^u + \gamma_i d_i$, where $\gamma_i$ is given as in 2.2 and go to 3; otherwise set $s_i^{-1} = s_i^u + \gamma_i d_i$.
   2.4 Update the residuals: $r_{i+1} = r_i - \gamma_i(W_k^T H_k W_k + E_k D_k^{-2}(d_i)_u)$ and $q_{i+1} = D_k^2 r_{i+1}$.
   2.5 Check truncation criteria: if $\sqrt{\frac{r_{ti+1}^T q_{i+1}}{\tau_0 q_0}} \leq \epsilon$, set $s_i^{-1} = s_i^{-1}$ and go to 3.
   2.6 Compute $\alpha_i = \frac{r_{ti+1}^T q_{i+1}}{r_{ti}^T q_i}$ and set $d_{i+1} = W_k(q_{i+1} + \alpha_i d_i)$.
3. Compute $s_k = s^n_k + s_i^{t+1}$ and stop.

Note that in Step 2 both the $y$ and the $u$ components of the tangential component are being computed. The coupled approach is suitable particularly when an approximation $H_k$ to the full Hessian $\nabla^2 x_k \ell_k$ is used. The coupled approach can be used also with an approximation $\bar{H}_k$ to the reduced Hessian $W_k^T \nabla^2 x_k \ell_k W_k$. In this case, we consider $H_k$ that is given by (5.24) and use
the equalities (5.25) to compute the terms involving $H_k$ in Algorithm 10.2. If the Hessian $\nabla^2_{xx} \ell_k$ is approximated, the total number of linear systems is $2I(k) + 2$, where $I(k)$ is the number of conjugate-gradient iterations. If the reduced Hessian $W_k^T \nabla^2_{xx} \ell_k W_k$ is approximated, this number is $I(k) + 2$.

Two final important remarks are in order.

Remark 10.1. If $W_k^T W_k$ was included as a preconditioner in Algorithm 10.2, then the conjugate-gradient iterates would monotonically increase in the norm $\|W_k \cdot \|$. Dropping this preconditioner means that the conjugate-gradient iterates do not necessarily increase in this norm (see [61]). As a result, if the quasi-Newton step is inside the trust region, Algorithm 10.2 can terminate prematurely by stopping at the boundary of the trust region.

Remark 10.2. Since the conjugate-gradient Algorithms 10.1, 10.2 start by minimizing the quadratic function $\Psi_k(s_u)$ along the direction $-D_k^2 q_k$, it is quite clear that they produce reduced tangential components $(s_k)_u$ that satisfy (5.13) and (5.14), respectively, with $\beta^d_k = \beta^c_k = 1$.

10.3. Multiplier estimates. A convenient estimate for the Lagrange multipliers is the adjoint update

$$\lambda_k = -C_y(x_k)^{-T} \nabla_y f_k,$$

which we use after each successful step. However, we also consider the following update:

$$\lambda_{k+1} = -C_y(x_k)^{-T} \nabla_y q_k(s^0_k) = -C_y(x_k)^{-T} ((H_k s^0_k)_y + \nabla_y f_k).$$

Here the use of (10.3) instead of

$$\lambda_{k+1} = -C_y(x_k + s_k)^{-T} \nabla_y f_k(x_k + s_k),$$

might be justified since we obtain (10.3) without any further cost from the first iteration of any of the conjugate-gradient algorithms described above. The updates (10.2), (10.3), and (10.4) satisfy the requirement given by A.4 needed to prove global convergence to a first-order KKT point.

11. Numerical example. A typical application that has the structure described in this paper is the control of a heating process. In this section we introduce a simplified model for the heating of a probe in a kiln discussed in [8]. The temperature $y(x, t)$ inside the probe is governed by a nonlinear partial differential equation. The spatial domain is given by $(0, 1)$. The boundary $x = 1$ is the inside of the probe and $x = 0$ is the boundary of the probe.

The goal is to control the heating process in such a way that the temperature inside the probe follows a certain desired temperature profile $y_d(t)$. The control $u(t)$ acts on the boundary $x = 0$. The problem can be formulated as follows.

$$\text{minimize } \frac{1}{2} \int_0^T [(y(1, t) - y_d(t))^2 + \gamma u^2(t)]dt$$

subject to

$$\tau(y(x, t)) \frac{\partial y}{\partial t}(x, t) - \partial_x (\kappa(y(x, t)) \partial_x y(x, t)) = q(x, t), \quad (x, t) \in (0, 1) \times (0, T),$$

$$\kappa(y(0, t)) \partial_x y(0, t) = g[y(0, t) - u(t)], \quad t \in (0, T),$$

$$\kappa(y(1, t)) \partial_x y(1, t) = 0, \quad t \in (0, T),$$

$$y(x, 0) = y_0(x), \quad x \in (0, 1),$$

$$\underline{u} \leq u \leq \overline{u},$$
where \( y \in L^2(0, T; H^1(0, 1)) \), and \( u \in L^2(0, T) \). The functions \( \tau : \mathbb{R} \rightarrow \mathbb{R} \) and \( \kappa : \mathbb{R} \rightarrow \mathbb{R} \) denote the specific heat capacity and the heat conduction, respectively, \( y_0 \) is the initial temperature distribution, \( q \) is the source term, \( g \) is a given scalar, and \( \gamma \) is a regularization parameter. Here \( u_{\text{low}}, u_{\text{app}} \in L^\infty(0, T) \) are given functions.

If the partial differential equation and the integral are discretized, we obtain an optimization problem of the form (1.1). The discretization uses finite elements and was introduced in [8] (see also [29] and [39]). The spatial domain \((0, 1)\) is divided into \( N_x \) subintervals of equidistant length, and the spatial discretization is done using piecewise linear finite elements. The time discretization is performed by partitioning the interval \([0, T]\) into \( N_t \) equidistant subintervals. Then the backward Euler method is used to approximate the state space in time, and piecewise constant functions are used to approximate the control space. This leads to a discretized problem with dimension \( n = N_t(N_x + 1) + N_t \) and \( m = N_t(N_x + 1) \). Under the assumptions on the coefficient functions \( \kappa \) and \( \tau \) stated in [8], [39] which guarantee the well-posedness of the infinite dimensional problem, it is shown in [39] that the constraints \( C(y, u) \) of the discretized problem satisfy the assumptions A.3 and A.5 provided the discretization parameters \( N_x \) and \( N_t \) are chosen appropriately. For more details we refer to the comprehensive treatments in [8] and [39].

The algorithms studied in this paper have been implemented in FORTRAN 77. The resulting software package TRICE, trust-region interior-point SQP algorithms for optimal control and engineering design problems is available via the internet [16].

We use the formula (9,9) to compute the quasi-normal component, and Algorithms 10.1 and 10.2 to calculate the tangential component. The numerical test computations were done on a Sun Sparcstation 10 in double precision. These results demonstrate the effectiveness of the algorithms.

With this discretization scheme, \( C_y(x) \) is a block bidiagonal matrix with tridiagonal blocks. Hence linear systems with \( C_y(x) \) and \( C_y(x)^T \) can be solved efficiently by block forward substitution or block backward substitution, respectively. In each substitution step, only a small system with tridiagonal system has to be solved. In the implementation we use the LINPACK subroutine DGTSV to solve the tridiagonal systems. Notice that direct factorizations are only applied to the small \((N_x + 1) \times (N_x + 1)\) tridiagonal subblocks of \( C_y(x) \), but not to the entire \( N_t N_x \times (N_t(N_x + 1)) \) Jacobian matrix \((C_y(x) C_u(x))\). See also [39].

As we pointed out in Section 1, the inner products and norms used in the trust-region interior-point SQP algorithms are not necessarily the Euclidean ones. In our implementation [16], we call subroutines to calculate the inner products \( \langle y^1, y^2 \rangle \) and \( \langle u^1, u^2 \rangle \) with \( y^1, y^2 \in \mathbb{R}^m \) and \( u^1, u^2 \in \mathbb{R}^{n-m} \). The user may supply these subroutines to incorporate a specific scaling. If the inner product \( \langle x^1, x^2 \rangle \) is required, then it is calculated as \( \langle y^1, y^2 \rangle + \langle u^1, u^2 \rangle \). In this example, we used discretizations of the \( L^2(0, T) \) and \( L^2(0, T; H^1(0, 1)) \) norms for the control and the state spaces respectively. This is important for the correct computation of the adjoint and the appropriate scaling of the problem.

In our numerical example we use the functions
\[
\tau(y) = q_1 + q_2 y, \quad y \in \mathbb{R}, \quad \kappa(y) = r_1 + r_2 y, \quad y \in \mathbb{R},
\]
with parameters \( r_1 = q_1 = 4, \) \( r_2 = -1, \) and \( q_2 = 1. \) The desired and initial temperatures, and the right hand side are given by
\[
y_d(t) = 2 - e^{mt}, \quad y_0(x) = 2 + \cos \pi x, \quad \text{and}
\]
\( q(x,t) = [\eta(q_1 + 2q_2) + \pi^2(r_1 + 2r_2)]e^{\eta t} \cos \pi x \\
- r_2\pi^2 e^{2\eta t} + (2r_2\pi^2 + \eta q_2)e^{2\eta t} \cos^2 \pi x, \)

with \( \eta = -1. \) The final temperature is chosen to be \( T = 0.5 \) and the scalar \( g = 1 \) is used in the boundary condition. The functions in this example are those used in [39, Ex. 4.1]. The size of the problem tested is \( n = 2200, m = 2100 \) corresponding to the values \( N_t = 100, N_x = 20. \)

The scheme used to update the trust radius is the following fairly standard one:

- If \( \text{ratio}(s_k; \rho_k) < 10^{-4}, \) reject \( s_k \) and set \( \delta_{k+1} = 0.5 \text{norm}(s_k); \)
- If \( 10^{-4} \leq \text{ratio}(s_k; \rho_k) < 0.1, \) reject \( s_k \) and set \( \delta_{k+1} = 0.5 \text{norm}(s_k); \)
- If \( 0.1 \leq \text{ratio}(s_k; \rho_k) < 0.75, \) accept \( s_k \) and set \( \delta_{k+1} = \delta_k; \)
- If \( \text{ratio}(s_k; \rho_k) \geq 0.75, \) accept \( s_k \) and set \( \delta_{k+1} = \min \{2\delta_k, 10^{10}\}; \)

where \( \text{ratio}(s_k; \rho_k) = \frac{\sigma_{\text{old}}(s_k)}{\sigma_{\text{new}}(s_k)}, \)

\[
\text{norm}(s_k) = \max \left\{ \|s_k\|, \|\tilde{D}_k^{-1}(s_k)_u\| \right\}
\]

in the decoupled approach, and

\[
\text{norm}(s_k) = \max \left\{ \|s_k\|, \left\| \left( -C_y(x_k)^{-1}C_u(x_k)(s_k)_u \right) \tilde{D}_k^{-1}(s_k)_u \right\| \right\}
\]

in the coupled approach. The algorithms are stopped if the trust radius gets below \( 10^{-8}. \)

We have used \( \sigma_k = \sigma = 0.99995 \) for all \( k; \) \( \delta_0 = 1 \) as initial trust radius; \( \rho_{-1} = 1 \) and \( \tilde{\rho} = 10^{-2} \) in the penalty scheme. The tolerance used in the conjugate-gradient iteration was \( \epsilon = 10^{-4}. \) The upper and lower bounds were \( b_i = 10^{-2}, a_i = -1000, i = 1, \ldots, n - m. \) The starting vector was \( x_0 = 0. \)

For both the decoupled and the coupled approaches, we did tests using approximations to reduced and to full Hessians. We approximate these matrices with the limited memory BFGS representations given in [10] with a memory size of 5 pairs of vectors. For the reduced Hessian we use a null-space secant update (see [49], [67]). The initial approximation chosen was \( \gamma I_{n-m} \) for the reduced Hessian and \( \gamma I_n \) for the full Hessian, where \( \gamma \) is the user specified regularization parameter in the objective function (11.1).

In our implementation we use the following form of the diagonal matrix \( \tilde{D}_k \)

\[
(\tilde{D}_k)_{ii} = \begin{cases} 
\min\{1, (b - a)_i\} & \text{if } (\tilde{g}_k)_i < 0, \\
\min\{1, (a_k - a)_i\} & \text{if } (\tilde{g}_k)_i \geq 0,
\end{cases}
\]

for \( i = 1, \ldots, n - m. \) This form of \( \tilde{D}_k \) gives a better transition between the infinite and finite bound and is less sensitive to the introduction of meaningless bounds. See also Remark 3.1.

The algorithms were stopped when

\[
\|D_kW_k^T \nabla f_k\| + \|C_k\| < 10^{-8}.
\]

The results are shown in Tables 11.1 and 11.2 corresponding to the values \( \gamma = 10^{-2} \) and \( \gamma = 10^{-3}, \) respectively. There were no rejected steps. The different alternatives tested performed quite similarly. The decoupled approach with reduced Hessian approximation seems to be the best.
Table 11.1  
*Numerical results for $\gamma = 10^{-2}$. 

<table>
<thead>
<tr>
<th>number of iterations $k^*$</th>
<th>Decoupled $\hat{H}_k$</th>
<th>Full $H_k$</th>
<th>Coupled $\hat{H}_k$</th>
<th>Full $H_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|C_{k^*}|$</td>
<td>.5082E - 11</td>
<td>.1370E - 10</td>
<td>.7122E - 12</td>
<td>.8804E - 11</td>
</tr>
<tr>
<td>$|D_{k^<em>}W_{k^</em>}^T\nabla f_k|$</td>
<td>.4033E - 08</td>
<td>.1389E - 08</td>
<td>.6365E - 10</td>
<td>.2641E - 08</td>
</tr>
<tr>
<td>$|s_{k^* - 1}|$</td>
<td>.1230E - 04</td>
<td>.1461E - 04</td>
<td>.3546E - 05</td>
<td>.1445E - 04</td>
</tr>
<tr>
<td>$\epsilon_{k^* - 1}$</td>
<td>.1638E + 05</td>
<td>.1049E + 07</td>
<td>.1311E + 06</td>
<td>.2621E + 06</td>
</tr>
<tr>
<td>$\rho_{k^* - 1}$</td>
<td>.1000E + 01</td>
<td>.1000E + 01</td>
<td>.1000E + 01</td>
<td>.1000E + 01</td>
</tr>
</tbody>
</table>

Table 11.2  
*Numerical results for $\gamma = 10^{-3}$. 

<table>
<thead>
<tr>
<th>number of iterations $k^*$</th>
<th>Decoupled $\hat{H}_k$</th>
<th>Full $H_k$</th>
<th>Coupled $\hat{H}_k$</th>
<th>Full $H_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|C_{k^*}|$</td>
<td>.6233E - 11</td>
<td>.1115E - 10</td>
<td>.6487E - 11</td>
<td>.1246E - 09</td>
</tr>
<tr>
<td>$|D_{k^<em>}W_{k^</em>}^T\nabla f_k|$</td>
<td>.5161E - 08</td>
<td>.2539E - 08</td>
<td>.7282E - 09</td>
<td>.4696E - 08</td>
</tr>
<tr>
<td>$|s_{k^* - 1}|$</td>
<td>.1626E - 04</td>
<td>.1703E - 04</td>
<td>.1530E - 04</td>
<td>.4659E - 04</td>
</tr>
<tr>
<td>$\epsilon_{k^* - 1}$</td>
<td>.6554E + 05</td>
<td>.2621E + 06</td>
<td>.1311E + 06</td>
<td>.5243E + 06</td>
</tr>
<tr>
<td>$\rho_{k^* - 1}$</td>
<td>.1000E + 01</td>
<td>.1000E + 01</td>
<td>.1000E + 01</td>
<td>.1000E + 01</td>
</tr>
</tbody>
</table>
for this example. Note that in this case the computation of each trial step costs only three linear system solvers with $C_y(x_k)$ and $C_y(x_k)^T$, one to compute the quasi–normal component and two for the computation of the tangential component.

We made an experiment to compare the use of the Coleman–Li affine scaling with the Dikin–Karmarkar affine scaling. When applied to our class of problems, the Coleman–Li affine scaling is given by the matrices $D_k$ and $\bar{D}_k$. A study of the Dikin–Karmarkar affine scaling for steepest descent is given in [54]. For our class of problems, this scaling is given by

$$
(K_k)_{ii} = \min \{1, (u_k - a)_i, (b - u_k)_i\}, \; i = 1, \ldots, n - m,
$$

and has no dual information built in. We ran the trust–region interior–point SQP algorithm with the decoupled and reduced Hessian approximation and (11.2) replaced by (11.3). The algorithm took only 11 iterations to reduce $\|K_kW_k^T \nabla f_k\| + \|C_k\|$ to $10^{-8}$. However, as we can see from the plots of the controls in Figures 11.1 and 11.2, the algorithm did not find the correct solution when it used the Dikin–Karmarkar affine scaling (11.3). Some of the variables are at the wrong bound corresponding to negative multipliers.

12. Conclusions. In this paper we have introduced and analyzed some trust–region interior–point SQP algorithms for an important class of nonlinear programming problems that appear in many engineering applications. These algorithms use the structure of the problem, and they combine trust–region techniques for equality–constrained optimization with an affine scaling interior–point approach for simple bounds. We have proved global and local convergence results for these algorithms that includes as special cases both the results established for equality constraints [15], [19] and those for simple bounds [13].

We have implemented the trust–region interior–point SQP algorithms covering several trial step computations and second–order approximations. In this paper we have reported numerical results for the solution of a specific optimal control problem governed by a nonlinear heat equation. In [11],
these algorithms have been applied to other optimal control problems. The numerical results have been quite satisfactory.

We are investigating extensions of these algorithms to handle bounds on the state variables \( y \). See [66]. We also are developing an inexact analysis to deal with trial step computations that allow for inexact linear system solvers and inexact directional derivatives [31]. The formulation and analysis of these methods in an infinite dimensional framework is also part of our current studies.
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