A Superlinearly Convergent Polynomial Primal-Dual Interior-Point Algorithm for Linear Programming

Yin Zhang
and
R.A. Tapia

June, 1990
(Revised December, 1991)

TR90-40
A Superlinearly Convergent Polynomial Primal-Dual Interior-Point Algorithm for Linear Programming

Yin Zhang *and Richard A. Tapia †

June, 1990
(Revised December, 1991)

Key Words: Linear programming, Primal-dual interior-point algorithms, Polynomiality, Quadratic and superlinear convergence.

Abbreviated Title: A Superlinearly Convergent Polynomial Algorithm
Abstract

The choice of the centering parameter and the step-length parameter are the fundamental issues in primal-dual interior-point algorithms for linear programming. Various choices for these two parameters have been proposed that lead to polynomial algorithms. Recently, Zhang, Tapia and Dennis derived conditions for the choices of the two parameters that were sufficient for superlinear or quadratic convergence. However, prior to this work it had not been shown that these conditions for fast convergence are compatible with the choices that lead to polynomiality; none of the existing polynomial primal-dual interior-point algorithms satisfies these fast convergence requirements. This paper gives an affirmative answer to the question: can a primal-dual algorithm be both polynomial and superlinearly convergent for general problems? We construct and analyze a “large step” algorithm that possesses both polynomiality and, under the assumption of the convergence of the iteration sequence, $Q$-superlinear convergence. For nondegenerate problems, the convergence is actually $Q$-quadratic.

1 Introduction

We consider linear programs in the standard form:

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \
& \quad x \geq 0,
\end{align*}
\]

where $c, x \in \mathbb{R}^n$, $b \in \mathbb{R}^m$, $A \in \mathbb{R}^{m \times n}(m < n)$ and $A$ is assumed to have full rank $m$.

The first-order optimality conditions for (1.1) can be written

\[
\begin{pmatrix}
Ax - b \\
A^T \lambda + y - c \\
XYe
\end{pmatrix} = 0, \quad (x,y) \geq 0,
\]

where $c, x \in \mathbb{R}^n$, $b \in \mathbb{R}^m$, $A \in \mathbb{R}^{m \times n}(m < n)$ and $A$ is assumed to have full rank $m$.
where \( \lambda \) and \( y \) are dual variables, \( X = \text{diag}(x) \), \( Y = \text{diag}(y) \) and \( e \) has all components equal to one. To facilitate our presentation, we will eliminate the dual variable \( \lambda \) from the above system (though such an elimination may not be advisable from a practical point of view). Let \( B \in \mathbb{R}^{(n-m) \times n} \) be any matrix such that the columns of \( B^T \) form a basis for the null space of \( A \). Pre-multiply the second equation by the nonsingular matrix \([A^T \ B^T]^T\). Notice that \( BAB^T = 0 \), so

\[
0 = \begin{bmatrix} A \\ B \end{bmatrix} (A^T \lambda + y - c) = \begin{pmatrix} A A^T \lambda + A(y - c) \\ B y - B c \end{pmatrix}.
\]

Since \( A A^T \) is nonsingular, \( \lambda \) is uniquely determined once \( y \) is known. Removing the equation for \( \lambda \), we arrive at the following 2n by 2n nonlinear system with non-negativity constraints on the variables:

\[
F(x, y) = \begin{pmatrix} Ax - b \\ By - B c \\ XYe \end{pmatrix} = 0, \quad (x, y) \geq 0. \tag{1.3}
\]

By the feasibility set of problem (1.3) we mean:

\[
\Omega = \{(x, y): x, y \in \mathbb{R}^n, Ax = b, By = B c, (x, y) \geq 0\}.
\]

A feasible pair \((x, y) \in \Omega\) is said to be strictly feasible if it is positive. In this work we tacitly assume that strictly feasible points exist.

It is easy to see that for \((x, y) \in \Omega\), \( \|F(x, y)\|_1 = x^T y \) which can be shown to be the duality gap for problem (1.1); we will use the duality gap as the merit function for our algorithm, i.e., the criterion that tells us when one feasible point should be preferred to another.

Mathematically speaking, the concepts of polynomiality and rate of convergence are incompatible. Polynomiality is meaningful only for algorithms that converge in a finite number of steps, while rate of convergence is defined only for algorithms that take an infinite number of steps to converge. When we say that an interior-point algorithm is
polynomial, we have in mind integral (or rational) data and finite termination. On the other hand, when we say the same algorithm is linearly convergent, for example, we do so in the traditional numerical analysis sense. With this understanding, we can discuss polynomiality and rate of convergence of an algorithm at the same time.

It is clearly desirable to develop algorithms that possess both polynomiality and fast asymptotic convergence, or in other words, both good global behavior and good local behavior. To our knowledge, the only prior work in this direction was Yamashita [10]. Based on the multiplicative penalty function of Iri and Imai [2], Yamashita constructed a polynomial primal algorithm and demonstrated its quadratic convergence under the following two assumptions: (i) the optimal objective value is known, and (ii) the iteration sequence converges to a nondegenerate optimal vertex. The first assumption is in general not realistic. The second assumption is very restrictive because most practical problems are degenerate.

The objective of this work is to construct a primal-dual interior-point algorithm for problem (1.1) that possesses both polynomiality and fast convergence under more realistic and less restrictive assumptions. We construct such an algorithm and show that it takes at most \( O(nL) \) iterations to reduce the duality gap to \( 2^{-L} \). Moreover, we demonstrate that this algorithm gives quadratic convergence for nondegenerate problems and gives \( Q \)-superlinear convergence for degenerate problems.

Subscripts will be used to distinguish values of quantities at a particular iteration and superscripts will indicate components of vectors. We also use the notation:

\[
\min(v) = \min_{1 \leq i \leq n} v^i \quad \text{and} \quad \max(v) = \max_{1 \leq i \leq n} v^i
\]

for a vector \( v \in \mathbb{R}^n \). The symbol \( \| \cdot \| \) denotes the \( \ell_2 \) norm unless otherwise stated. We will use the standard big-\( O \) notation in this paper; in particular, for a sequence \( \{v_k\} \subset \mathbb{R}^n \) and a positive sequence \( \{\alpha_k\} \subset \mathbb{R} \), \( v_k = O(\alpha_k) \) implies the existence of positive constants \( \beta \) and \( k_0 \) such that \( \|v_k\| \leq \beta \alpha_k \) for all \( k > k_0 \).

The paper is organized as follows. In Section 2, we describe a general interior-point
algorithmic framework for problem (1.1) based on the nonlinear system (1.3) and give a brief survey of existing results for algorithms that fall into this framework. In Sections 3 and 4, we specify our procedures for determining the step length and for choosing the centering parameter. We state our algorithm in Section 5. Global linear convergence (and polynomiality) is established in Section 6. Quadratic convergence for nondegenerate problems is established in Section 7, and superlinear convergence for all problems is established in Section 8. Concluding remarks are given in Section 9.

2 General Algorithm

Algorithm 1 (General Algorithm)

Given a strictly feasible pair \((x_0, y_0)\). For \(k = 0, 1, 2, \ldots\), do

Step 1 Compute the Newton step

\[
\begin{pmatrix}
\Delta x_k^N \\
\Delta y_k^N
\end{pmatrix} = -[F'(x_k, y_k)]^{-1} F(x_k, y_k)
\]

and the centering step

\[
\begin{pmatrix}
\Delta x_k^C \\
\Delta y_k^C
\end{pmatrix} = \frac{1}{n} x_k^T y_k [F'(x_k, y_k)]^{-1} \begin{pmatrix} 0 \\ e \end{pmatrix}.
\]

Step 2 Choose \(\sigma_k \in (0, 1)\) and form the combined step

\[
\begin{pmatrix}
\Delta x_k \\
\Delta y_k
\end{pmatrix} = \begin{pmatrix}
\Delta x_k^N \\
\Delta y_k^N
\end{pmatrix} + \sigma_k \begin{pmatrix}
\Delta x_k^C \\
\Delta y_k^C
\end{pmatrix}.
\]

Step 3 Choose \(\tau_k \in (0, 1)\) and set \(\alpha_k = \tau_k \hat{\alpha}_k\), where

\[
\hat{\alpha}_k = \frac{-1}{\min(X_k^{-1} \Delta x_k, Y_k^{-1} \Delta y_k)}.
\]
Step 4 Compute the new iterate

$$\begin{pmatrix} x_{k+1} \\ y_{k+1} \end{pmatrix} = \begin{pmatrix} x_k \\ y_k \end{pmatrix} + \alpha_k \begin{pmatrix} \Delta x_k \\ \Delta y_k \end{pmatrix}. $$

We will now briefly comment on this general algorithmic framework. From a direct calculation, we have

$$F'(x, y) = \begin{bmatrix} A & 0 \\ 0 & B \\ Y & X \end{bmatrix}. $$

(2.1)

Since we have assumed that $A$ has full rank, it is a straightforward matter to verify that $F'(x, y)$ is nonsingular for any positive pair $(x, y)$. In addition, relation (2.5) below guarantees that $\hat{\alpha}_k > 0$. Hence the iterates produced by Algorithm 1 are well-defined. Notice that the restriction $\alpha_k < \hat{\alpha}_k$ guarantees that the iterates remain strictly feasible. Moreover, we have the following useful relationships:

$$Y_k \Delta x_k^N + X_k \Delta y_k^N = -X_k Y_k e, $$

(2.2)

$$Y_k \Delta x_k^C + X_k \Delta y_k^C = \frac{1}{n} x_k^T y_k e, $$

(2.3)

$$Y_k \Delta x_k + X_k \Delta y_k = -X_k Y_k e + \sigma_k \frac{1}{n} x_k^T y_k e, $$

(2.4)

$$\Delta x_k^T \Delta y_k = 0, $$

(2.5)

$$x_{k+1}^T y_{k+1} = x_k^T y_k (1 - (1 - \sigma_k) \alpha_k). $$

(2.6)

We have stated Algorithm 1 in this form for notational convenience. It is not difficult to verify that identical iterates $\{(x_k, y_k)\}$ can be generated using (1.2) instead of (1.3). For this case, there is no need for introducing the matrix $B$ (see [11] for example).

From (2.6) we see that Algorithm 1 is a descent algorithm for the duality gap $\|F(x, y)\|_1 = x^T y$. Moreover, the duality gap is reduced at iteration $k$ by a factor $1 - \alpha_k (1 - \sigma_k) < 1$; thus, linear convergence will be obtained if $\{\alpha_k\}$ is bounded away from zero and $\{\sigma_k\}$ is bounded away from one. In addition, $Q$-superlinear convergence will be obtained if $\alpha_k (1 - \sigma_k) \to 1$. Observe that we have direct control over the choice of
\( \sigma_k \). However, we do not have the freedom of choosing \( \alpha_k \) uniformly bounded away from zero, since we must enforce the requirement \( \alpha_k < \hat{\alpha}_k \) and \( \hat{\alpha}_k \) is not directly under our control.

A number of existing primal-dual algorithms fit into the above general algorithmic framework with different choices for the parameters \( \sigma_k \) and \( \alpha_k \). For example, in the primal-dual algorithm of Kojima, Mizuno and Yoshise [3], \( \sigma_k \) is a constant and \( \alpha_k \) is a particular function of \( \sigma_k \). They showed that their algorithm requires at most \( O(nL) \) iterations to reduce the duality gap by a factor of \( 2^{-L} \). Other examples include the Todd and Ye [9] primal-dual potential reduction algorithm and the Monteiro and Adler [7] path-following primal-dual algorithm. Todd and Ye's algorithm uses the choice

\[
\sigma_k = \frac{\sqrt{n}}{\sqrt{n} + \nu}
\]

where \( \nu \) is a constant. In Monteiro and Adler's algorithm,

\[
\sigma_k = 1 - \frac{\delta}{\sqrt{n}}
\]

where \( \delta \) is a constant (Monteiro and Adler actually used \( \delta = 0.35 \) in their analysis). In both algorithms, a rather short step-length \( \alpha_k \) is required. Furthermore, both of these algorithms require at most \( O(\sqrt{nL}) \) iterations to reduce the duality gap to \( 2^{-L} \). This is the best complexity bound obtained for linear programming so far. Observe that all three algorithms use constant \( \sigma_k \). In each of the three cases if \( \sigma \) denotes the constant value of \( \sigma_k \), then \( Q \)-superlinear convergence is possible (see (2.6)) only if

\[
\alpha_k \to \frac{1}{1 - \sigma},
\]

which seems extremely unlikely.

In analyzing the convergence of Algorithm 1, a central quantity is

\[
\eta_k = \frac{x_k^T y_k / n}{\min(X_k Y_k e)}.
\] (2.7)
Since $\frac{1}{n}x_k^T y_k$ is the average value of the components of $X_k Y_k e$, it is clear that $\eta_k \geq 1$. In all the above mentioned polynomial algorithms, it is essential that the sequence $\{\eta_k\}$ be bounded.

Recently, Zhang, Tapia and Dennis [11] showed that under appropriate assumptions, Algorithm 1 has fast convergence. The following two theorems summarize their main results. By a nondegenerate vertex of (1.1), we mean a feasible point of (1.1) that has exactly $m$ positive components and the corresponding $m$ columns of $A$ are linearly independent.

**Theorem 2.1 (Zhang, Tapia and Dennis)**

Let $(x_*, y_*)$ be a solution of problem (1.3) and $\{(x_k, y_k)\}$ be generated by Algorithm 1. Assume

(i) strict complementarity holds at $(x_*, y_*)$,

(ii) $x_*$ is a nondegenerate vertex of (1.1),

(iii) $\sigma_k = O(x_k^T y_k)$ and $\tau_k = 1 - O(x_k^T y_k)$.

If $\{(x_k, y_k)\}$ converges to $(x_*, y_*)$, then the convergence is $Q$-quadratic.

**Theorem 2.2 (Zhang, Tapia and Dennis)**

Let $(x_*, y_*)$ be a solution of problem (1.3) and $\{(x_k, y_k)\}$ be generated by Algorithm 1. Assume

(i) strict complementarity holds at $(x_*, y_*)$,

(ii) the sequence $\{\eta_k\}$ is bounded,

(iii) $\sigma_k \to 0$ and $\tau_k \to 1$.

If $\{(x_k, y_k)\}$ converges to $(x_*, y_*)$, then the duality gap sequence $\{x_k^T y_k\}$ converges to zero $Q$-superlinearly.
With some additional work, one can actually demonstrate that the sequence \( \{X_k Y_k e\} \) component-wise converges to zero \( Q \)-superlinearly.

Several assumptions have been made in the above theorems. Our numerical experiments have led us to believe that the strict complementarity assumption is not restrictive. On the other hand, the nondegeneracy assumption is quite restrictive since degeneracy exists in most real-world problems. For degenerate solutions, the best convergence that has been established is \( Q \)-superlinear, as stated in Theorem 2.2.

Although many of the existing polynomial primal-dual interior-point algorithms satisfy assumption (ii) of Theorem 2.2, none of them satisfy assumption (iii), i.e., \( \sigma_k \to 0 \) and \( \tau_k \to 1 \). In fact, in several polynomial algorithms, for example Todd and Ye's and Monteiro and Adler's, the values of \( \sigma_k \) are close to one. From Zhang, Tapia and Dennis [11] it follows that these algorithms will most likely have slow \( Q \)-linear convergence. Hence while their global behavior may be excellent, their local behavior can be improved.

Recently, in a number of performance-oriented primal-dual algorithms, for example the ones implemented by Choi et. al. [1], McShane et. al. [6] and Lustig et. al. [5], very small values of \( \sigma_k \) were used and also long steps were taken. Impressive numerical results were obtained from these implementations though polynomial complexity bounds are not known. Hence while their local behavior may be good, their global behavior is in question from a theoretical standpoint.

In this work, we develop a primal-dual interior-point polynomial algorithm that gives quadratic convergence for nondegenerate solutions and superlinear convergence for degenerate solutions. Hence, from a mathematical point of view, both the global and the local behavior will be good. This new algorithm is still of a theoretical nature. However, the fact that polynomiality and quadratic or superlinear convergence can be achieved simultaneously by one algorithm provides motivation for practical implementations of the conditions \( \sigma_k = O(x_k^T y_k) \) and \( \tau_k = 1 - O(x_k^T y_k) \) for fast convergence.
3 Determining the Step-Length

In the previous section we mentioned that both polynomiality and superlinear convergence essentially require that the sequence \( \{\eta_k\} \) be bounded. The most straightforward way of accomplishing this objective is to explicitly enforce a uniform bound on the quantity

\[
\eta_{k+1} = \frac{x_{k+1}^T y_{k+1}/n}{\min(X_{k+1} Y_{k+1} e)}
\]
during the process of choosing the step-length \( \alpha_k \); i.e., ask that

\[
\frac{1}{\eta_{k+1}} = \frac{\min(X_{k+1} Y_{k+1}/n)}{x_{k+1}^T y_{k+1}/n} \geq \gamma
\]  

(3.1)

for some \( \gamma > 0 \).

Following the notation used in [3], let

\[
x_k(\alpha) = x_k + \alpha \Delta x_k, \quad y_k(\alpha) = y_k + \alpha \Delta y_k,
\]

\[
f_k(\alpha) = X_k(\alpha) Y_k(\alpha) e, \quad f_k^{\text{ave}}(\alpha) = \frac{1}{n} x_k(\alpha)^T y_k(\alpha),
\]

\[
f_k^{\text{min}}(\alpha) = \min(f_k(\alpha)), \quad f_k^{\text{max}}(\alpha) = \max(f_k(\alpha)).
\]  

(3.2)

Note that the above quantities actually also depend on the centering parameter \( \sigma \) because both \( \Delta x_k \) and \( \Delta y_k \) are functions of \( \sigma \) (see Step 3 of Algorithm 1). However, since we will always choose \( \sigma \) before we determine \( \alpha \), it will suffice to consider these quantities only as functions of \( \alpha \) for a fixed value of \( \sigma \).

Whenever \( \alpha = 0 \), we will drop the argument from the above functions. For example, \( x_k \equiv x_k(0), \ f_k^{\text{ave}} \equiv f_k^{\text{ave}}(0) \) and so on. From the formula for the iterates (Step 4 of Algorithm 1), we also have \( x_{k+1} = x_k(\alpha_k), \ f_{k+1}^{\text{ave}} = f_k^{\text{ave}}(\alpha_k) \) and so on.

Using the above notation, we choose the form of condition (3.1) as requiring \( \alpha_k \) to satisfy

\[
\frac{f_k^{\text{min}}(\alpha)}{f_k^{\text{ave}}(\alpha)} \geq \gamma_k, \quad \alpha > 0,
\]

(3.3)

where

\[
\gamma_k \in [\gamma, f_k^{\text{min}}/f_k^{\text{ave}}], \quad 0 < \gamma \leq f_0^{\text{min}}/f_0^{\text{ave}} \leq 1 \quad \text{and} \quad \gamma, \gamma_k < 1.
\]

(3.4)
In the case $1/\eta_0 > \gamma$, we allow $1/\eta_k$ to decrease monotonically as long as $1/\eta_k > \gamma$.

In the following development, we will use some of the techniques developed by Kojima et al in [3].

Using (3.2), (2.4), (2.5), (2.6) and letting

$$ s_k = \text{diag}(\Delta x_k)\Delta y_k, $$

we have

$$ f_k^i(\alpha) = f_k^i - (f_k^i - \sigma_k f_k^\text{ave})\alpha + s_k^i \alpha^2 $$

and

$$ f_k^\text{ave}(\alpha) = f_k^\text{ave}[1 - (1 - \sigma_k)\alpha]. $$

Hence, $f_k^i(\alpha)$ is a quadratic (so $f_k^\text{min}(\alpha)$ and $f_k^\text{max}(\alpha)$ are piecewise quadratic) and $f_k^\text{ave}(\alpha)$ is linear. Clearly, if $f_k^\text{ave}(\alpha_k) = 0$, then $(x_k(\alpha_k), y_k(\alpha_k))$ will solve problem (1.3). In the sequel, we always assume $f_k^\text{ave}(\alpha_k) > 0$.

For notational convenience, let us introduce the piecewise quadratic function

$$ h(\alpha) \overset{\text{def}}{=} f_k^\text{min}(\alpha) - \gamma_k f_k^\text{ave}(\alpha). $$

It follows that condition (3.3) is equivalent to

$$ h(\alpha) \geq 0, \quad \alpha > 0. $$

In determining $\alpha_k$, we will use the following quantity:

$$ \alpha_k^\gamma \overset{\text{def}}{=} \min\{\alpha > 0 : h(\alpha) = 0\}. $$

Recall that $\alpha_k$ is defined in Step 3 of the general algorithm (see Section 2).

**Lemma 3.1** The quantity $\alpha_k^\gamma$ is well defined and $\alpha_k^\gamma \in (0, \alpha_k)$. Moreover, condition (3.3) is satisfied for all $\alpha \in (0, \alpha_k^\gamma]$.
Proof: Let us examine the function \( h(\alpha) \). It follows from the definitions of \( \gamma_k \) and \( \hat{\alpha}_k \) that
\[
h(0) = f_k^{\min} - \gamma_k f_k^{\text{ave}} \geq 0
\]
and
\[
h(\hat{\alpha}_k) = f_k^{\min}(\hat{\alpha}_k) - \gamma_k f_k^{\text{ave}}(\hat{\alpha}_k) = -\gamma_k f_k^{\text{ave}}(\hat{\alpha}_k) < 0.
\]
Hence it follows from the continuity of \( h(\alpha) \) that \( h(\alpha) \) has a root in \([0, \hat{\alpha}_k)\). When \( h(0) > 0 \), \( h(\alpha) \) obviously has a root in \((0, \hat{\alpha}_k)\). When \( h(0) = 0 \), it can be verified that the right-derivative of \( h(\alpha) \) at \( \alpha = 0 \) is
\[
h'(0^+) = -(f_k^{\min} - \sigma_k f_k^{\text{ave}}) + \gamma_k (1 - \sigma_k) f_k^{\text{ave}}
\]
\[
= [(1 - \gamma_k) \sigma_k + (\gamma_k - f_k^{\min} / f_k^{\text{ave}})] f_k^{\text{ave}}
\]
\[
= (1 - \gamma_k) \sigma_k > 0.
\]
Therefore, \( h(\alpha) > 0 \) for sufficiently small but positive \( \alpha \). Consequently, \( \alpha_k^\gamma > 0 \).

Since \( h(\hat{\alpha}_k) < 0 \), we have \( \alpha_k^\gamma < \hat{\alpha}_k \). It is evident that \( h(\alpha) \geq 0 \) for \( \alpha \in (0, \alpha_k^\gamma] \), i.e., condition 3.3 is satisfied. This completes the proof.

An equivalent expression for \( \alpha_k^\gamma \) is
\[
\alpha_k^\gamma = \min\{ \alpha > 0 : f_k^i(\alpha) - \gamma_k f_k^{\text{ave}}(\alpha) = 0, \ i = 1, 2, \ldots, n \}.
\] (3.10)
The computation of \( \alpha_k^\gamma \) involves calculating the roots of at most \( n \) quadratics and therefore requires \( O(n) \) operations.

In addition to a lower bound for \( \{f_k^i(\alpha_k) / f_k^{\text{ave}}(\alpha_k)\} \) (i.e., condition (3.3)), we also impose an upper bound on these quantities; namely, we require \( \alpha_k \) to satisfy
\[
\frac{f_k^{\max}(\alpha)}{f_k^{\text{ave}}(\alpha)} \leq \Gamma_k, \ \alpha > 0,
\] (3.11)
where
\[
\Gamma_k \in [f_k^{\max} / f_k^{\text{ave}}, \Gamma], \ 1 \leq f_0^{\max} / f_0^{\text{ave}} \leq \Gamma \leq n \ \text{and} \ \Gamma, \Gamma_k > 1.
\] (3.12)
Since \( f_k^i(\alpha) / f_k^{\text{ave}}(\alpha) < n \) for all \( i \), condition (3.11) will be redundant if \( \Gamma_k = n \). Our reason for introducing condition (3.11) is to improve our complexity bound. We do not feel that enforcing this condition will have much practical significance.
Following the treatment of condition (3.3), we introduce the piecewise quadratic function

\[ H(\alpha) \overset{\text{def}}{=} f_k^{\text{max}}(\alpha) - \Gamma_k f_k^{\text{ave}}(\alpha). \] (3.13)

It follows that condition (3.11) is equivalent to

\[ H(\alpha) \leq 0, \quad \alpha > 0. \] (3.14)

We will also use the following quantity in determining \( \alpha_k \):

\[ \alpha_k^\Gamma \overset{\text{def}}{=} \min\{\alpha > 0 : H(\alpha) = 0\}. \] (3.15)

Analogous to Lemma 3.1 for condition (3.3), we have the following lemma for condition (3.11).

**Lemma 3.2** The quantity \( \alpha_k^\Gamma \) is well-defined and \( \alpha_k^\Gamma \in (0, \hat{\alpha}_k) \). Moreover, condition (3.11) is satisfied by all \( \alpha \in (0, \alpha_k^\Gamma] \).

**Proof:** The proof is similar to that for Lemma 3.1, so we omit it. \( \square \)

Analogous to the expression (3.10) for condition (3.3), we have for condition (3.11)

\[ \alpha_k^\Gamma = \min\{\alpha > 0 : f_i^k(\alpha) - \Gamma_k f_k^{\text{ave}}(\alpha) = 0, \ i = 1, 2, \ldots, n\}. \] (3.16)

For the sake of simplicity, we will enforce the conditions

\[ \gamma_k \leq 1/2 \quad \text{and} \quad \Gamma_k \geq 2. \] (3.17)

The specific values in (3.17) do not constitute a loss of generality because they will only affect expressions for some constants in our analysis. These values of \( \gamma_k \) and \( \Gamma_k \) will result in much simplified expressions for those constants.

From (2.2), we see that for fixed \( \sigma_k \) a larger step length \( \alpha_k \) will produce a larger reduction in the duality gap. So it is always desirable to take the largest step-length possible as long as other requirements are satisfied. Our procedure for determining the step-length \( \alpha_k \) is summarized as follows.
Procedure 1 (Step-length Criterion)

Given positive constants $\gamma$ and $\Gamma$ such that

$$0 < \gamma \leq \min(1/2, f_0^\min / f_0^\text{ave}), \quad \max(2, f_0^\max / f_0^\text{ave}) \leq \Gamma < n. \quad (3.18)$$

**Step 1** Choose $\gamma_k \in [\gamma, \min(1/2, f_k^\min / f_k^\text{ave})]$ and $\Gamma_k \in [\max(2, f_k^\max / f_k^\text{ave}), \Gamma]$.

**Step 2** Compute $\alpha_k^\gamma = \min\{\alpha > 0 : f_k^i(\alpha) - \gamma_k f_k^\text{ave}(\alpha) = 0, \ i = 1, 2, \ldots, n\}$ (i.e., (3.9)).

**Step 3** Compute $\alpha_k^\Gamma = \min\{\alpha > 0 : f_k^i(\alpha) - \Gamma_k f_k^\text{ave}(\alpha) = 0, \ i = 1, 2, \ldots, n\}$ (i.e., (3.15)).

**Step 4** Let $\alpha_k = \min(\alpha_k^\gamma, \alpha_k^\Gamma)$.

We notice that the above procedure of choosing the step-length bears a certain similarity to a procedure recently proposed by Mizuno, Todd and Ye [8].

Now we prove two technical lemmas that will be needed in the later development.

**Lemma 3.3** For $\alpha \in [0, 1]$,

$$f_k^\min(\alpha) \geq f_k^\min - (f_k^\min - \sigma_k f_k^\text{ave})\alpha + \min(s_k)\alpha^2,$$

$$f_k^\max(\alpha) \leq f_k^\max - (f_k^\max - \sigma_k f_k^\text{ave})\alpha + \max(s_k)\alpha^2.$$

**Proof:** We first look at the linear part of $f_k^i(\alpha)$. Since for all $i$,

$$f_k^i - (f_k^i - \sigma_k f_k^\text{ave})\alpha = \begin{cases}   f_k^i, & \alpha = 0, \\   \sigma_k f_k^\text{ave}, & \alpha = 1, \end{cases}$$

it is evident that for $\alpha \in [0, 1]$

$$f_k^\min - (f_k^\min - \sigma_k f_k^\text{ave})\alpha \leq f_k^i - (f_k^i - \sigma_k f_k^\text{ave})\alpha \leq f_k^\max - (f_k^\max - \sigma_k f_k^\text{ave})\alpha.$$ 

For the quadratic terms, we clearly have

$$\min(s_k)\alpha^2 \leq s_k^i \alpha^2 \leq \max(s_k)\alpha^2.$$
By adding the quadratic terms to their corresponding linear parts, we finish the proof. □

It is worth noting that $e^T s_k = 0$ by (2.5). Hence, $\min(s_k) \leq 0$ and $\max(s_k) \geq 0$. In the sequel, we will adopt the convention that $\frac{1}{0} = +\infty$.

**Lemma 3.4** Let $\alpha_k$ be given by Procedure 1. Then

$$\alpha_k \geq \min \left( 1, \frac{(1 - \gamma_k)\sigma_k f_k f^{\text{ave}} - \min(s_k)}{\max(s_k)} \right). \tag{3.19}$$

Moreover,

$$\alpha_k \geq \min \left( 1, \frac{\sigma_k f_k f^{\text{ave}}}{2\|s_k\|_{\infty}} \right). \tag{3.20}$$

**Proof:** From (3.9), $\tilde{\alpha}_k$ is a positive root of $f_k^2(\alpha) - \gamma_k f_k f^{\text{ave}}(\alpha)$ for some index $i$. Noticing that for $\alpha \in [0, 1]$, $f_k^{\text{ave}}(\alpha)$ is positive, and using Lemma 3.3, for $\alpha \in [0, 1]$, $\gamma_k \geq 0$ and for all index $i$, we have

$$f_k^2(\alpha) - \gamma_k f_k f^{\text{ave}}(\alpha) \geq f_k^{\min} - (f_k^{\min} - \sigma_k f_k f^{\text{ave}})\alpha + \min(s_k)\alpha^2 - \gamma_k f_k f^{\text{ave}}(\alpha)$$

$$= (f_k^{\min} - \gamma_k f_k f^{\text{ave}})(1 - \alpha) + (1 - \gamma_k)\sigma_k f_k f^{\text{ave}}\alpha + \min(s_k)\alpha^2 \tag{3.21}$$

$$\geq (1 - \gamma_k)\sigma_k f_k f^{\text{ave}}\alpha + \min(s_k)\alpha^2.$$  

If $\min(s_k) = 0$, then $h(\alpha) > 0$ for $\alpha \in (0, 1]$. Therefore, we will have $\alpha_k^2 > 1$. Now assume $\min(s_k) < 0$. Then the quadratic on the right-hand side of the last inequality in (3.21) has a unique positive root

$$\tilde{\alpha}_k = \frac{(1 - \gamma_k)\sigma_k f_k f^{\text{ave}}}{\min(s_k)}.$$

Hence, if $\alpha_k^2 \leq 1$, from (3.21) we must have $\alpha_k^2 \geq \tilde{\alpha}_k$. This proves that

$$\alpha_k^2 \geq \min \left( 1, \frac{(1 - \gamma_k)\sigma_k f_k f^{\text{ave}}}{\min(s_k)} \right). \tag{3.22}$$

Similarly, we can prove that

$$\alpha_k^2 \geq \min \left( 1, \frac{(\Gamma_k - 1)\sigma_k f_k f^{\text{ave}}}{\max(s_k)} \right). \tag{3.23}$$

Combining (3.22) and (3.23), we obtain (3.19).
Finally, (3.20) follows from the facts that $\|s_k\|_\infty = \max\{-\min(s_k), \max(s_k)\}$ and 
\[ \frac{1}{2} \leq 1 - \gamma_k < 1 \leq \Gamma_k - 1. \]
This completes the proof. \hfill \Box

4 Choosing the Centering Parameter

We will use the following notation:
\[ p_k = X_k^{-1} \Delta x_k, \quad q_k = Y_k^{-1} \Delta y_k, \]
\[ p_k^N = X_k^{-1} \Delta x_k^N, \quad q_k^N = Y_k^{-1} \Delta y_k^N, \]
\[ p_k^C = X_k^{-1} \Delta x_k^C, \quad q_k^C = Y_k^{-1} \Delta y_k^C, \]
and
\[ \omega_k = \max_{1 \leq i \leq n} ((p_k^N)^i(q_k^N)^i), ((p_k^N)^i(q_k^N)^i), ((p_k^C)^i(q_k^C)^i), ((p_k^C)^i(q_k^C)^i)). \]

Lemma 4.1 If $f_k^{\min}/f_k^{\text{ave}} \geq \gamma$, then
\[ \omega_k \leq n/\gamma^2. \]

Proof: Multiply both sides of (2.3) by $(X_k Y_k)^{-\frac{1}{2}}$ and consider the square of the $\ell_2$-norm of both sides. Using (2.5) and (4.1), we obtain
\[ \| (X_k Y_k)^{\frac{1}{2}} p_k \|_2^2 + \| (X_k Y_k)^{\frac{1}{2}} q_k \|_2^2 = \left( \frac{1}{n} x_k^Ty_k \right)^2 e^T (X_k Y_k)^{-1} e; \]
or equivalently after dividing both sides by $\frac{1}{n} x_k^Ty_k$,
\[ \| T_k^{-\frac{1}{2}} p_k \|_2^2 + \| T_k^{-\frac{1}{2}} q_k \|_2^2 = e^T T_k e, \]
where $T_k = \frac{1}{n} x_k^Ty_k (X_k Y_k)^{-1}$ is a diagonal matrix. Our assumption implies that the maximum diagonal element of $\{T_k\}$ is bounded above by $1/\gamma$ and the minimum diagonal element of $\{T_k^{-1}\}$ is bounded below by $\gamma$. Therefore, from (4.3) we have
\[ |(p_k^C)^i| \leq \sqrt{n}/\gamma \quad \text{and} \quad |(q_k^C)^i| \leq \sqrt{n}/\gamma. \]
Using the same technique, we can prove that

\[ |p_k^N|^i \leq \sqrt{n/\gamma} \leq \sqrt{n}/\gamma \quad \text{and} \quad |q_k^N|^i \leq \sqrt{n}/\gamma \leq \sqrt{n}/\gamma. \]

From the definition of \( \omega_k \) and the above estimates, Lemma 4.1 follows immediately. \( \square \)

We now state our procedure for choosing the centering parameter \( \sigma_k \).

**Procedure 2 (Centering Parameter Criterion)**

Given

\[ \sigma \in (0,1), \quad \rho^l = \frac{\gamma^2 \sigma}{2n}, \quad \rho^u = \frac{\gamma^2 \sigma}{n}. \]  \hspace{1cm} (4.4)

**Step 1** Compute \( \omega_k \) from (4.2).

**Step 2** Compute \( \rho_k^w = \min(\rho^u, \sigma/\omega_k) \).

**Step 3** Choose \( \rho_k \in [(\rho^l + \rho_k^w)/2, \rho_k^w] \).

**Step 4** Let \( \sigma_k = \rho_k\omega_k \).

Since \( \sigma_k = \rho_k\omega_k \) and \( \rho_k \in [\rho^l, \rho_k^w] \), we have \( \sigma_k \in [\rho^l\omega_k, \rho_k^w\omega_k] \). In addition, we require that \( \sigma_k \) be greater than the midpoint of the interval. This requirement is needed in our proof of superlinear convergence. It is evident that \( \sigma_k \) is bounded away from one because \( \sigma_k \leq \sigma < 1 \). The reasons why the centering parameter is so chosen will hopefully become clear as our discussion proceeds.

**5 Algorithm Description**

Now we formally state our primal-dual interior-point algorithm.

**Algorithm 2** Suppose given a strictly feasible pair \((x_0, y_0)\). Choose positive constants \( \gamma \) and \( \Gamma \) such that (see (3.18))

\[ 0 < \gamma \leq \min(1/2, f_0^{\min}/f_0^{\text{ave}}), \quad \max(2, f_0^{\max}/f_0^{\text{ave}}) \leq \Gamma < n, \]
and choose $\sigma \in (0, 1)$. Set $\rho^t = \gamma^2 \sigma / 2n$ and $\rho^u \geq \gamma^2 \sigma / n$ (see (4.4)). For $k = 0, 1, 2, \ldots$, do

**Step 1** Compute the Newton step and the centering step from Algorithm 1.

**Step 2** Choose $\sigma_k$ by Procedure 2 and form $(\Delta x_k, \Delta y_k)$ from Algorithm 1.

**Step 3** Choose $\alpha_k$ by Procedure 1.

**Step 4** Form $(x_{k+1}, y_{k+1})$ from Algorithm 1.

The procedure for determining the step-length $\alpha_k$ can be implemented in an effective manner. Its cost is somewhat higher than the ratio test that is used in most of the practical implementations. On the other hand, our procedure for choosing the centering parameter $\sigma_k$ requires extra work when compared to the more standard method. The standard practice is to choose the centering parameter prior to computing the steps, then one only needs to solve once for the combined step (Newton step plus the centering parameter times the centering step). Since Algorithm 2 requires the information obtained from the Newton step and the centering step to choose the centering parameter, it requires one to solve for the two steps separately and then combine them.

### 6 Global Linear Convergence

**Theorem 6.1 (Global Linear Convergence)**

Let $\{(x_k, y_k)\}$ be generated by Algorithm 2. Then

$$x_{k+1}^T y_{k+1} \leq (1 - \delta/n) x_k^T y_k,$$

for some $\delta$ satisfying

$$\delta \geq \frac{\sigma(1 - \sigma) \gamma^2}{16\Gamma}. $$
Proof: We need to estimate \(\|s_k\|_\infty\) in (3.20). Let the index \(j\) be such that \(\|s_k\|_\infty = |s_k^j|\).

Observe that

\[
\|s_k\|_\infty = |\Delta x_k^j \Delta y_k^j| = |(x_k^j p_k^j)(y_k^j q_k^j)| = |(x_k^j y_k^j)(p_k^j q_k^j)|
\]

\[
\leq \max(X_k Y_k e) \|\text{diag}(p_k) q_k\|_\infty
\]

\[
= f_k^{\text{max}} \|\text{diag}(p_k^N + \sigma_k p_k^C)(q_k^N + \sigma_k p_k^C)\|_\infty
\]

\[
\leq f_k^{\text{max}} \omega_k(1 + \sigma_k)^2
\]

\[
\leq 4 f_k^{\text{max}} \omega_k.
\]

Hence, it follows from (3.11), (3.20) and Procedure 2 that

\[
\alpha_k \geq \min \left(1, \frac{\rho_k f_k^{\text{ave}}}{8 f_k^{\text{max}}} \right) \geq \min \left(1, \frac{\rho_k}{8 \Gamma} \right) \geq \frac{\rho'}{8 \Gamma}.
\]

Substituting \(\rho'\) (see (4.4)) into the above expression, we obtain

\[
\alpha_k \geq \frac{\sigma \gamma^2}{16 \Gamma n}.
\]

The proof is completed by substituting the above inequality into (2.6) and noticing that \(\sigma_k \leq \sigma\). \(\square\)

The following corollary follows immediately from Theorem 6.1. By a standard argument, it leads to polynomiality assuming integral data.

**Corollary 6.1** Assume that a strictly feasible pair \((x_0, y_0)\), constants \(\gamma\) and \(\Gamma\), both independent of \(n\), are chosen such that (3.18) is satisfied and \(x_0^T y_0 \leq 2^\nu L\), where \(L > 0\) and \(\nu\) is a positive constant independent of \(n\). Then in at most \(O(n L)\) iterations, Algorithm 2 will produce \((x_k, y_k)\) such that \(x_k^T y_k \leq 2^{-L}\).

**Proof:** From Theorem 6.1,

\[
x_k^T y_k \leq (1 - \delta/n)^k x_0^T y_0 \leq (1 - \delta/n)^k 2^\nu L.
\]

Let \((1 - \delta/n)^k 2^\nu L = 2^{-L}\) and take the natural logarithm of both sides. We have \(k = -(\ln 2)(1 + \nu)L / \ln(1 - \delta/n)\). Observe that for \(x \in (0, 1)\)

\[
\ln(1 - x) = -\sum_{k=1}^{\infty} \frac{x^k}{k} < -x.
\]
Therefore,
\[ k \leq (\ln 2)(1 + \nu)\frac{L}{(\delta/n)} = O(nL). \]

This completes the proof. \(\square\)

7 Quadratic Convergence

In this section, we will apply Theorem 2.1 to establish that under strict complementarity and nondegeneracy assumptions our algorithm converges \(Q\)-quadratically. It can be shown that the nondegeneracy and strict complementarity assumptions at optimality imply the uniqueness of both primal and dual solutions. We have already established convergence of the duality gap sequence to zero in the preceding section. With the uniqueness, it can be shown that the convergence of the duality gap implies that of the iterates to the unique solution \((x_*, y_*) \geq 0\). What we must verify is assumption (iii) of Theorem 2.1; namely,

\[ \sigma_k = O(x_k^T y_k) \quad \text{and} \quad \tau_k = 1 - O(x_k^T y_k). \]

Since \(\tau_k = \alpha_k/\hat{\alpha}_k\), for the latter it suffices to show that

\[ \hat{\alpha}_k \to 1 \quad \text{and} \quad \hat{\alpha}_k - \alpha_k = O(x_k^T y_k). \quad (7.1) \]

The following lemma will be useful. It is a slightly modified version of Lemma 3.2 in [11]. We refer interested readers to the original paper for its proof.

Lemma 7.1 (Zhang, Tapia and Dennis)

Let \((x_*, y_*)\) be a solution of problem (1.3) and \(\{(x_k, y_k)\}\) be generated by Algorithm 2. Let \(p_k^N, p_k^C, q_k^N\) and \(q_k^C\) be defined by (4.1). Assume

(i) strict complementarity holds at \((x_*, y_*)\),

(ii) \(x_*\) is a nondegenerate vertex of (1.1),
Then

\[
p_k^N = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ -1 \\ \vdots \\ -1 \end{pmatrix} + O(x_k^T y_k), \quad p_k^C = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ \frac{x_k^T y_k / n}{[X_k Y_k e]_{m+1}} \\ \vdots \\ \frac{x_k^T y_k / n}{[X_k Y_k e]^n} \end{pmatrix} + O(x_k^T y_k),
\]

and

\[
q_k^N = \begin{pmatrix} -1 \\ \vdots \\ -1 \\ 0 \\ \vdots \\ 0 \end{pmatrix} + O(x_k^T y_k), \quad q_k^C = \begin{pmatrix} \frac{x_k^T y_k / n}{[X_k Y_k e]^m} \\ \vdots \\ \frac{x_k^T y_k / n}{[X_k Y_k e]^n} \\ 0 \\ \vdots \\ 0 \end{pmatrix} + O(x_k^T y_k),
\]

where the number of zeros is \( m \) in \( p_k^N \) and \( p_k^C \), and \( n - m \) in \( q_k^N \) and \( q_k^C \).

Now we are ready to state and prove our quadratic convergence theorem.

**Theorem 7.1 (Quadratic Convergence)**

Let \((x_*, y_*)\) be a solution of problem (1.3) and \(\{(x_k, y_k)\}\) be generated by Algorithm 2. Assume

(i) strict complementarity holds at \((x_*, y_*)\),

(ii) \( x_* \) is a nondegenerate vertex of (1.1),

(iii) \( \rho^u \) is sufficiently large, e.g., \( \rho^u \geq 16 \Gamma \).

Then \(\{(x_k, y_k)\}\) converges to \((x_*, y_*)\) Q-quadratically.

**Proof:** We first prove \( \sigma_k = O(x_k^T y_k) \). Observe from Lemma 7.1 that for each index \( i \) either the "p" terms \((p_k^N)^i\) and \((p_k^C)^i\) or the "q" terms \((q_k^N)^i\) and \((q_k^C)^i\) are \( O(x_k^T y_k) \)
while the other terms are bounded. Thus, the quantity $\omega_k$ (see its definition (4.2)) is $O(x_k^T y_k)$. So is $\sigma_k$ because $\sigma_k \leq \rho^u \omega_k$.

Since $\omega_k \to 0$, from the choice of $\rho_k^u$ in Step 2 of Procedure 2 we have for $k$ sufficiently large

$$\rho_k^u = \rho^u \quad \text{and} \quad \rho_k \geq \frac{1}{2}(\rho^l + \rho^u).$$

(7.2)

We observe that if $\rho^u$ is sufficiently large, e.g., $\rho^u \geq 16\Gamma$, (i.e., $\sigma_k$ is not forced to approach zero too quickly), then the step-length $\alpha_k$ will eventually be equal to or greater than one, as can be seen from (6.1).

Since $\sigma_k = O(x_k^T y_k)$ and $(x_k^T y_k/n)/\min(X_k Y_k e)$ is bounded, the elements of $p_k$ and $q_k$ are either $O(x_k^T y_k)$ or $-1 + O(x_k^T y_k)$. Therefore,

$$\min(X_k^{-1} \Delta x_k, Y_k^{-1} \Delta y_k) = \min(p_k, q_k) = -1 + O(x_k^T y_k).$$

(7.3)

By examining the definition of $\hat{\alpha}_k$ in Step (3) of Algorithm 1, we see $\hat{\alpha}_k = 1 + O(x_k^T y_k)$. Consequently, for $k$ sufficiently large we have

$$1 \leq \alpha_k < \hat{\alpha}_k = 1 + O(x_k^T y_k).$$

This implies (7.1) and completes the proof.

\[ \square \]

8 Superlinear Convergence

In this section, we will apply Theorem 2.2 to establish $Q$-superlinear convergence of Algorithm 2 for general problems. We must show that assumption (iii) of Theorem 2.2 holds; i.e.,

$$\sigma_k \to 0 \quad \text{and} \quad \tau_k \to 1.$$ 

For the latter, it will suffice to show $\hat{\alpha}_k \to 1$ and $\hat{\alpha}_k - \alpha_k \to 0$. Without the nondegeneracy assumption, we can no longer use Lemma 7.1. For technical reasons, we must restrict further the choice of $\rho_k$. 
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Denote the length of the interval \([\rho^i, \rho^u_k]\) by \(\pi_k\). It follows from (4.4), Step 2 of Procedure 2, and Lemma 4.1 that
\[
\rho_k^u \geq \frac{\gamma^2 \sigma}{n}.
\] (8.1)
Thus,
\[
\pi_k \overset{\text{def}}{=} \rho_k^u - \rho^i \geq \frac{\gamma^2 \sigma}{2n} > 0.
\] (8.2)

Let \(\Sigma_k\) be the following set of \(2n\) points
\[
\Sigma_k = \{- p_k^N i (p_k^C)^i, - q_k^N i (q_k^C)^i, \ i = 1, 2, \ldots, n\}
\]
and define the distance from \(\sigma\) to the set \(\Sigma_k\) as
\[
\text{dist}(\sigma, \Sigma_k) = \min \{|\sigma - \varsigma| : \varsigma \in \Sigma_k\}.
\]

We choose \(\sigma_k\) according to Procedure 2 with the additional restriction that
\[
\text{dist}(\sigma_k, \Sigma_k) \geq \pi_k \omega_k / (8n + 4).
\] (8.3)
In other words, we require not only
\[
\sigma_k \in [0.5(\rho^i + \rho_k^u) \omega_k, \rho_k^u \omega_k]
\] (8.4)
but also that \(\sigma_k\) be bounded away from the set \(\Sigma_k\) by at least \(\pi_k \omega_k / (8n + 4)\). Since \(\{\pi_k\}\) is bounded away from zero, we see from (8.3) that \(\{\text{dist}(\sigma_k, \Sigma_k)\}\) is bounded away from zero if \(\{\omega_k\}\) is bounded away from zero.

The purpose of introducing condition (8.3) is to avoid the situation where \(p_k^i = (p_k^N)^i + \sigma_k (p_k^C)^i\) (say) converges to zero but \(\rho^N_k\) and \(p_k^C\) do not. Although we believe that this situation is extremely unlikely to happen, we have not been able to rule it out.

**Lemma 8.1** The set of \(\sigma_k\)'s satisfying (8.3) and (8.4) is nonempty.

**Proof:** The length of the interval in (8.4) is \(\pi_k \omega_k / 2\). Partition this interval into \(2n + 1\) equal sub-intervals, each having length \(\pi_k \omega_k / (4n + 2)\). If the interior of any one of the
sub-intervals does not intersect \( \Sigma_k \), then the midpoint of that sub-interval will satisfy (8.3) and (8.4). Since \( \Sigma_k \) has only \( 2n \) points, it cannot intersect the interiors of all the \( 2n + 1 \) sub-intervals. This proves the lemma. \( \square \)

Now we are well-equipped to prove our superlinear convergence theorem.

**Theorem 8.1 (Superlinear Convergence)**

Let \((x_*, y_*)\) be a solution of problem (1.3) and \(\{(x_k, y_k)\}\) be generated by Algorithm 2 with the restriction (8.3) on the centering parameter \(\sigma_k\). Assume

(i) strict complementarity holds at \((x_*, y_*)\),

(ii) \(\rho^u\) is sufficiently large, e.g., \(\rho^u \geq 16\Gamma\).

If \(\{(x_k, y_k)\}\) converges to \((x_*, y_*)\), then the duality gap sequence \(\{x_k^T y_k\}\) converges to zero \(Q\)-superlinearly.

**Proof:** We first prove \(\sigma_k \to 0\). It suffices to show \(\omega_k \to 0\).

Let \(x^i_* > 0\). Obviously,

\[
1 = \lim_{k \to \infty} \frac{x_{k+1}^i}{x_k^i} = \lim_{k \to \infty} (1 + \alpha_k p_k^i).
\]

This implies \(p_k^i \to 0\), because \(\{\alpha_k\}\) is bounded away from zero. On the other hand, if \(x^i_* = 0\), then \(y^i_* > 0\) by strict complementarity. The same argument, interchanging the roles of \(p_k^i\) and \(q_k^i\), gives \(q_k^i \to 0\). Therefore, for each index \(i\), either

\[
p_k^i = (p_k^N)^i + \sigma_k (p_k^C)^i \to 0 \quad \text{or} \quad q_k^i = (q_k^N)^i + \sigma_k (q_k^C)^i \to 0. \tag{8.5}
\]

We will prove \(\omega_k \to 0\) by contradiction. Suppose the opposite. Then, there exists a subsequence \(\{\omega_{k_0}\} \subset \{\omega_k\}\) that is bounded away from zero. This in turn implies, from (8.3), that \(\{\text{dist}(\sigma_{k_0}, \Sigma_{k_0})\}\) is bounded away from zero (recall that \(\pi_k\) is bounded away from zero).

We have shown that for each index \(i\), either \(p_k^i \to 0\) or \(q_k^i \to 0\). Without loss of generality, assume \(p_k^i \to 0\). We now show that \(\{(p_k^C)^i\}\) converges to zero. Otherwise,
There exists a subsequence \((p_{k_i}^C)^i \subset \{(p_{k_0}^C)^i\}\) such that \(|(p_{k_i}^C)^i|\) is bounded away from zero. For this subsequence,

\[
p_{k_i}^i = (p_{k_i}^N)^i + \sigma_{k_i}(p_{k_i}^C)^i = (p_{k_i}^N)^i[\sigma_{k_i} + (p_{k_i}^N)^i/(p_{k_i}^C)^i] \to 0.
\]

This implies

\[
\sigma_{k_i} + (p_{k_i}^N)^i/(p_{k_i}^C)^i \to 0.
\]

However, this cannot be true because \(\{\text{dist}(\sigma_{k_i}, \Sigma_{k_i})\} \subset \{\text{dist}(\sigma_{k_0}, \Sigma_{k_0})\}\) is bounded away from zero. Hence, \((p_{k_0}^C)^i \to 0\).

Now in view of (8.5) we also have \((p_{k_0}^N)^i \to 0\). Similarly, we can prove that if \(q_{k_0}^i \to 0\), then we have both \((q_{k_0}^N)^i \to 0\) and \((q_{k_0}^C)^i \to 0\). Therefore, for each index \(i\), either \((p_{k_0}^N)^i\) and \((p_{k_0}^C)^i\), or \((q_{k_0}^N)^i\) and \((q_{k_0}^C)^i\) converge to zero. Since all these sequences are uniformly bounded (see the proof of Lemma 4.1), this leads to \(\omega_{k_0} \to 0\) (see definition (4.2)), contradicting the hypothesis that \(\{\omega_{k_0}\}\) is bounded away from zero. This proves that \(\omega_k \to 0\). Consequently \(\sigma_k \to 0\).

Now we prove \(\alpha_k \to 1\). Note that (2.4) can be written as

\[
p_k + q_k = -e + \sigma_k \frac{1}{n} x_k^T y_k (X_k Y_k)^{-1} e.
\]

Since \(\frac{1}{n} x_k^T y_k (X_k Y_k)^{-1} e\) is bounded above by \(1/\gamma\), as \(\sigma_k \to 0\), we have

\[
p_k + q_k \to -e.
\]

We have shown that for each \(i\), either \(p_k^i \to 0\) or \(q_k^i \to 0\). Therefore, all \(p_k^i\) and \(q_k^i\) converge to either 0 or \(-1\). This again implies that \(\hat{\alpha}_k \to 1\) (see (7.3)). In view of (6.1) and (7.2), \(\alpha_k\) will eventually be equal to or greater than one if \(\rho^u\) is sufficiently large, e.g., \(\rho^u \geq 16\Gamma\). Hence,

\[
1 \leq \alpha_k \leq \hat{\alpha}_k \to 1.
\]

This completes the proof. \(\Box\)
9 Concluding Remarks

In this paper, we have shown that the two fundamental parameters in primal-dual interior-point algorithms for linear programming can be chosen in such a way that both polynomiality and superlinear convergence are achieved. If the solution is a nondegenerate vertex, then in addition to superlinear convergence we have quadratic convergence.

The current practices in some of the state-of-the-art implementations of primal-dual interior-point algorithms have the following common fundamental features. First, they allow iterates to be very close to the boundary of the positive orthant; second, they phase out the centering steps at a fast pace. The theory established in Zhang, Tapia and Dennis [11] has already provided theoretical justification for such a practice from the viewpoint of fast convergence. This paper provides further theoretical justification for such a practice from the viewpoint of polynomiality. In summary, one can indeed, under reasonable conditions, accomplish both objectives — good global behavior and good local behavior.

We recently learned of a new result by Güler and Ye [4]. When applied to linear programming, it says that condition (3.1) will guarantee strict complementarity for any limit point of the iteration sequence generated by an interior-point algorithm. This result nicely complements the Zhang-Tapia-Dennis theory (i.e., Theorems 2.1 and 2.2) and therefore, the strict complementarity assumptions in Theorems 7.1 and 8.1 are no longer necessary.
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