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Abstract

To date, programming language research has made several major contributions to the support of high-speed computing. First, highly optimizing compilers have permitted the programmer to write in a high-level language without sacrificing much of the efficiency that could be gained by programming in assembly language for the particular target machine. Beginning with the remarkable Fortran I system, the quality of a Fortran compiler has been measured in terms of its ability to produce excellent code for its target machine. This has led to compilers that analyze a program globally and produce surprisingly accurate knowledge about the expected behavior of the program at run time.

Second, new features have been introduced into high-level languages to facilitate the coding of scientific problem solutions while exploiting the special features of the underlying hardware. Examples are the array notations in APL and Fortran 8x.

Third, specialized analysis techniques to precisely determine the dependences inherent in a program have led to vectorizing translators that discover most of the vector operations inherent in a sequential program.

This paper surveys these contributions and discusses the challenge presented by parallel processor supercomputers and the emergence of program analysis tools based on a new paradigm -- the interactive programming environment. It concludes that techniques from program flow analysis and optimization can be adapted for use in an interactive problem-solving environment that provides a powerful collection of tools by which to exploit the capabilities of a supercomputer.

1. Introduction

From the very first automatic compiler project, efficiency of the executed code has been an extremely important consideration. In his reflections on the project at the History of Programming Languages
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Conference in June 1978, John Backus reflected on the motivation for much of the Fortran I compiler design:

It was our belief that if FORTRAN, during its first months, were to translate any reasonable "scientific" source program into an object program only half as fast as its hand coded counterpart, then acceptance of our system would be in serious danger. ... To this day I believe that our emphasis on object program efficiency rather than on language design was basically correct. I believe that had we failed to produce efficient programs, the widespread use of languages like FORTRAN would have been seriously delayed. In fact, I believe that we are in a similar, but unrecognized, situation today: in spite of all the fuss that has been made over myriad language details, current conventional languages are still very weak programming aids, and far more powerful languages would be in use today if anyone had found a way to make them run with adequate efficiency [Back 78].

In this passage, Backus clearly reflects the concern that it may not be possible to compile a high level language into code which is comparable in efficiency to code that can be produced by a competent assembly language programmer.

Since we cannot expect that modern scientific applications will be programmed in assembly language, the concern for the machine designer is that all the advantages of a clever machine architecture may be voided by a poor compiler that is unable to take advantage of them. From a different viewpoint, the potential performance upper bound of a machine means nothing if that upper bound cannot be achieved or even approached in code generated from the standard language compilers. This is a sobering thought to most machine architects, which probably explains why so few of them seem to think about the problems of compiling to their architectures.

The fact of the matter is, that optimizing compilers are hard to write and hard to adapt to radical new machine organizations. In the words of Neil Lincoln:

There was, in 1964, no great body of theoretical work to guide compiler developers in dealing with the multiplicity of CDC 6600 functional units and its many asymmetrical registers. After nearly ten years, a truly optimum match between language features, compiler, object code reliability and machine organization was finally achieved. To expect less of an effort for similar results with new supercomputer schemes is fatuous [Linc 77].
Extending this observation to tomorrow's supercomputers, it is clear that a software initiative will be needed if such machines are really to achieve their potential.

In this paper, we speculate on how some of the current trends in the programming systems and programming language compilers may evolve into programming systems for supercomputers -- systems that will be well suited to help the programmer take advantage of the performance of parallel machine architectures while not sacrificing the convenience of high level language programming. Section 2 contains a survey of the standard techniques used in optimizing compilers, and includes an example of how they are used to support machine-dependent optimization. Section 3 surveys the existing techniques for automatic vectorization while Section 4 discusses how these techniques might be extended to detecting parallelism for multiprocessor-based supercomputers. Section 4 also discusses the the problems which must be solved if we are to be successful. Section 5 introduces the programming environment, a new model for programming language systems in which all the tools for program preparation and testing -- the editor, the debugger, the compiler, and the file system -- are cognizant of the specific programming language being used and work together to assist the programmer in his or her task. It is shown that such an environment offers clean and effective solutions to some of the problems from Section 4. Finally, Section 6 speculates on extensions to current programming environments which may be particularly useful for programming supercomputers.

The conclusion is not surprising: current work in programming support software can be naturally extended to effectively support supercomputers but there is much to be done if we are to make that come about.

2. Optimizing Compiler Technology

The problem with any machine architecture is that there are special features which the assembly language programmer will naturally take advantage of. However, the programming language compiler must be adapted so that it makes use of these features in the code for every program it generates. The compiler writer is faced with the task of reasoning about the code that will be generated when various input
programs are presented. The optimizing compiler must be able to analyze the whole program and tailor the generated code to the special features of the machine.

In order to do this, the compiler must thoroughly analyze the program to discover enough about it to transform it into efficient code. The analysis is usually partitioned into two phases. First, the control flow analysis phase subdivides the program into basic blocks of straight-line code and builds a directed graph representing program flow, called the control flow graph, in which vertices represent the basic blocks and edges represent the possible control flow transfers. The control flow graph is then used by the data flow analysis phase as an auxiliary data structure to help determine the data relationships in the program.

As an example, consider live analysis, the determination at each point in the program of which variables may be used again. The standard approach is to determine which variables are live at the beginning of each basic block, and propagate this information forward to the instructions contained in that block.

A variable A is said to be live on entry to block x if there exists a control flow path, free of any redefinition of A, from the beginning of block x to some block y that contains a use of A before any redefinition of A. Let LIVE(x) be the set of all variables that are live on entry to block x. We can compute LIVE(x) as follows. Suppose we have, for each block y, the sets:

IN(y) -- the set of all variables for which there is a use in y prior to any definition in y.

THRU(y) -- the set of all variables for which there is no assignment in block y.

These two quantities can be determined for any given block by simply scanning the block. There are two ways that a variable A can be live on entry to block x.
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(1) Block $x$ can have a use of $A$ that is not preceded by a definition, i.e.

$$ A \in \text{IN}(x) $$

(2) Block $x$ has no definition of $A$, and $A$ is live at some block $y$ to which control may transfer after $x$ is executed, i.e.

$$ A \in \text{THRU}(x) \cap \text{LIVE}(y) $$

These observations lead to a system of equations describing the LIVE sets.

$$ \text{LIVE}(x) = \text{IN}(x) \cup \bigcup_{y \in S(x)} (\text{THRU}(x) \cap \text{LIVE}(y)) $$

Systems like these can be solved using any of a number of efficient techniques [Kenn 81].

A particularly useful data flow relationship is captured by use-definition chains, which link instructions that use a variable with the instructions that might compute the value used. Use-definition chains can be applied to the problem of dead code elimination by marking all instructions that are known to be useful (e.g., output instructions) and then tracing back on use-definition chains to mark new instructions that compute values used by instructions that have already been marked. When there are no more instructions that can be marked, the unmarked instructions are useless.

Use-definition chains can be computed by solving a set of data flow equations to determine the set of defining instructions whose result may reach a given block $x$ without being redefined. Once this information is available for block entries, the construction of use-definition chains is straightforward.

The usefulness of global data flow analysis is illustrated by considering an example. The register allocation problem is to determine the best assignment of variables to registers, where "best" means the one that produces the most efficient program. Because the cost of memory references is high relative to the time required to get an operand from a cpu register, register allocation is an extremely
important machine dependent optimization. Unfortunately, the problem of finding an optimal register allocation scheme is NP-complete in all but the simplest of cases [Seth 75, BruS 76]. Thus, heuristic methods must be used.

A particularly good register allocation scheme is employed in the PL/8 optimizing compiler at IBM Research in Yorktown Heights, New York. The approach is as follows:

1. Generate low-level machine code for the target machine (a reduced instruction set computer) using an infinite number of symbolic registers. In other words, do everything normally done in code generation except register assignment.

2. Perform live analysis on the symbolic registers.

3. Build an interference graph reflecting which symbolic registers cannot be assigned to the same real register. Two variables cannot occupy the same register if one is live at a definition point for the other. In the interference graph, each vertex represents a symbolic register and each edge connects two symbolic registers that cannot share a real register.

4. Using a heuristic algorithm, attempt to n-color the interference graph, where n is the number of available registers. If this succeeds, we are done -- all variables have been assigned to registers. Otherwise, we must find the regions with high register requirements and generate instructions to write certain symbolic registers to memory to reduce those requirements. This process is known as spilling.

This method is incorporated into an experimental compiler and is extremely effective in allocating scalar variables to registers [CACC 81, Chai 82].

The main problem with the data flow analysis techniques used in most optimizing compilers is that they do not attempt a systematic analysis of array subscripts. Instead any use or definition of a subscripted variable is treated as a use or definition of the whole array. This oversimplification makes it extremely difficult to adapt these
techniques to support vector machines, because on such systems it is important to determine when loads and stores from arrays access the same elements. Thus new techniques were needed.

3. **Software Support for Vector Computers**

A more precise treatment of array dependences can be obtained by observing that most subscripted code occurs within DO-loops. The indexes in DO-loops follow a regular pattern. We can use that regularity to analyze dependence within arrays.

Many investigators have examined the problem of array dependence in loops [Coha 73, Mysz 78, Hida 79], but perhaps the most complete job has been done by Kuck and his colleagues at the University of Illinois [Kuck 77, Kuck 78, KKLW 80, KKLP 81].

Consider two statements in a program, such as the ones shown below:

\[
\begin{align*}
\text{DO 100 I = 1, 50} \\
S_1: & \quad A(I) = X(I) \times 10 \\
& \quad \ldots \\
S_2: & \quad B(I) = A(I-1) + 3 \\
\text{100 CONTINUE}
\end{align*}
\]

We say that statement \(S_2\) depends upon statement \(S_1\) if:

1. \(S_2\) can be executed after \(S_1\), and
2. On some execution, \(S_2\) uses as input a value that has been computed by a previous execution of \(S_1\).

There exist reasonably precise tests for this condition, such as Banerjee's test [Bane 76].

How can this form of dependence help us to vectorize programs? Consider the following loop.

\[
\begin{align*}
\text{DO 100 I = 1, 100} \\
X(I) = X(I) + 10 \\
\text{100 CONTINUE}
\end{align*}
\]

This loop can be directly converted to a vector statement in Fortran 8x or some other language supporting vector notation.
\[ X(1:100) = X(1:100) + 10 \]

However, if we consider a slight variation on this loop:

```fortran
DO 100 I = 1, 100
   X(I+1) = X(I) + 10
100 CONTINUE
```

we cannot directly transliterate to the corresponding vector notation:

\[ X(2:101) = X(1:100) + 10 \]

This is because the semantics of Fortran 8x require that the vector statement behave as if all quantities on the right hand side of the statement are extracted from memory before any stores occur on the left hand side. These semantics reflect the reality of vector machine instructions which attempt to gain speed by streaming data from memory -- hence the loads cannot wait on the stores.

The reason that the transliteration cannot work is because the instance of the statement on the second iteration of the loop uses a value computed on the first iteration. Hence the statement depends upon itself. No statement that depends upon itself either directly or indirectly can be transliterated to vector form.

This idea can be extended to a general procedure for vectorization [Kuck 78]:

1. Build a dependence graph, using a precise test for dependence such as Banerjee's, in which each use-def link is treated as an edge from definition to use.

2. Find all strongly-connected regions in this graph.

3. Any statement that is not in a strongly-connected region may be vectorized directly.

An extension to these ideas can greatly increase the amount of vectorization possible in a given program. It is possible to connect each dependence edge with the DO loop that gives rise to it. To understand this, consider the following example.
DO 200 I = 1, 100  
DO 100 J = 1, 100  
S1: A(I,J) = B(I,J) + C(I,J)  
S2: B(I+1,J) = A(I,J) * D(J)  
100 CONTINUE  
200 CONTINUE

The two statements in the inner loop form a recurrence. $S_2$ depends on $S_1$ in a way that is independent of any loop because it uses $A(I,J)$, which is textually identical to the output of $S_1$. On the other hand, $S_1$ depends on $S_2$ because it uses a value in the array $B$ that was created on the previous iteration of the loop on $I$. Hence this dependence is tied to the variation of the outer loop. If we hold that loop constant, the recurrence does not exist.

Thus, we can vectorize both statements in the example if we run the outer loop sequentially:

\[
\begin{align*}
  &A(I,1:100) = B(I,1:100) + C(I,1:100) \\
  &B(I+1,1:100) = A(I,1:100) * D(1:100)
\end{align*}
\]

200 CONTINUE

The recurrence is broken because we do not attempt to run in parallel the loop that gives rise to one of the essential dependences.

This concept, known as layered dependence is at the heart of the successful vectorizer we have produced at Rice University [AllK 80]. The highly effective Parafrase Compiler at the University of Illinois [KKLW 80] incorporates a similar idea.

Another important transformation from the point of view of vectorization is loop interchange. This is perhaps best illustrated by an example.

\[
\begin{align*}
  &A(I,J+1) = A(I,J) * B(K,J)
\end{align*}
\]

100 CONTINUE  
200 CONTINUE

This code cannot be vectorized, because the statement depends upon itself by a dependence edge associated with the inner loop. However, if we interchange loops to make the loop on $I$ the inner loop, the recurrence will be associated with the outer loop and we can vectorize as follows:
DO 200 J = 1, 100
   A(1:100,J+1) = A(1:100,J) * B(K,J)
200 CONTINUE

Both vectorizers mentioned above incorporate very aggressive loop inter-change transformations.

In the next section we will discuss how this technology can be applied to detecting parallelism for multiple-processor supercomputers.

4. Extension to Parallel Computers

Let us consider the problem of automatically detecting sections of code that can run on multiple processors without complex synchronization. As a base, we will assume that we are dealing with a parallel machine with a shared memory and local caches. In such an organization, it is extremely efficient to run different iterations of the same loop on different processors so long as one processor does not store into any location used by another processor. In other words, if there is no dependence between different iterations of the same loop, we can achieve maximum parallelism by loading each of the processor caches with the data needed by a particular iteration and running each iteration in parallel. If we know that no dependence exists, we need not worry about synchronization.

To illustrate this, consider the following example which applies a rotation to a matrix A.

\[
\begin{align*}
\text{NM1} &= N - 1 \\
\text{DO 200 J} &= 1, \text{NM1} \\
\text{DO 100 I} &= 1, M \\
\text{TEMP} &= \cos A(I,J) - \sin A(I,N) \\
A(I,N) &= \sin A(I,J) + \cos A(I,N) \\
A(I,J) &= \text{TEMP}
\end{align*}
\]

100 CONTINUE
200 CONTINUE

If each processor has its own copy of TEMP, the iterations of the inner loop can be run in parallel because the array accesses in each iteration are to different rows. However, the outer loop on J cannot be run in parallel because the element A(I,N) is computed on one iteration of the outer loop and used on another.
Clearly, the sort of analysis done as a part of vectorization can be useful for this. We can use the ideas of layered dependence and loop interchange introduced in the previous section. If we can identify a loop that gives rise to no dependence cycles, the iterations of that loop can be run on different processors. For example, consider the following loop:

\begin{verbatim}
DO 100 I = 1, 100
  DO 50 J = 1, 100
    A(J+1,I) = A(J,I) + B(J)
  50 CONTINUE
100 CONTINUE
\end{verbatim}

Here there is a recurrence carried by the loop on index J, but none carried by the loop on I. Hence, we can run the different iterations of the loop on I in parallel, because they have no store conflicts. In parallel loop notation, this would be written:

\begin{verbatim}
DOALL 100 I = 1, 100
  DO 50 J = 1, 100
    A(J+1,I) = A(J,I) + B(J)
  50 CONTINUE
100 CONTINUE
\end{verbatim}

where the DOALL indicates that the outer loop may be run in parallel.

It should be noted that there is a difference between the kinds of transformations one does to support vectorization and the kind used to support multi-processor parallelism. In the example above, the vectorizer would move the recurrence to the outer loop so that the inner loop could be vectorized. However, in a multi-processor system, one assumes that the overhead for scheduling is non-trivial, so that it pays to get more code into the body of the loop being run in parallel. Hence, for the multi-processor, the parallel loop is moved to the outside. Applying this idea to the example at the beginning of this section, we would interchange the two loops and run the outer one in parallel to yield the following.
\[
\begin{align*}
N M 1 &= N - 1 \\
D O A L L &200 I = 1, M \\
D O &100 J = 1, N M 1 \\
T E M P ( I ) &= C O S * A ( I , J ) - S I N * A ( I , N ) \\
A ( I , N ) &= S I N * A ( I , J ) + C O S * A ( I , N ) \\
A ( I , J ) &= T E M P ( I ) \\
100 &C O N T I N U E \\
200 &C O N T I N U E
\end{align*}
\]

Now instead of having each processor running three Fortran statements, we have each processor running a whole loop.

In general, it is desirable to move as much code as possible into the body of a parallel loop to insure that the multi-processor system functions efficiently. However, this leads to another difficulty. Suppose there are externally compiled functions or procedures in the body of a loop we wish to run in parallel, as in the example below:

\[
D O 100 I = 1, 100 \\
A ( I ) &= U S E R F N ( A ( I ) , C ) \\
100 &C O N T I N U E
\]

In the absence of better information, we must assume that any location in A might be changed by the call to USERFN, especially if A is in COMMON storage. Without some information about what happens inside of USERFN, we must assume that we cannot safely run this loop in parallel. This difficulty is not as serious for the vectorizer as the following example will illustrate:

\[
D O 100 I = 1, 100 \\
A ( I ) &= B ( I ) * 10 \\
A ( I ) &= U S E R F N ( A ( I ) , C ) \\
100 &C O N T I N U E
\]

If B is not in COMMON, the first statement can be vectorized to yield the following code:

\[
A ( 1 : 1 0 0 ) = B ( 1 : 1 0 0 ) * 1 0 \\
D O 100 I = 1, 100 \\
A ( I ) &= U S E R F N ( A ( I ) , C ) \\
100 &C O N T I N U E
\]

Here at least some vectorization has been achieved, but for the multi-processor case, single-statement parallelism may not be sufficient to compensate for the scheduling overhead.

These problems and others have convinced us that, if language systems for parallel computers are to be truly effective, they must
incorporate some sort of interprocedural analysis. But one major reason why few compilers incorporating such analysis have appeared is the reluctance of the typical Fortran programmer to turn over all the modules of a program to the compiler at once. Usually, such programs are developed incrementally, a module at a time, and the cost of recompiling the entire program at once would be intolerable.

In the next section we will discuss a new type of programming support system in which interprocedural analysis can be done naturally and efficiently.

5. The Programming Environment

How can we do an effective job of interprocedural analysis without requiring that the whole program be compiled together? The answer is to provide a system which will automatically keep track of all modules in the program being developed and remember optimizing information from one compilation for use in another. Such a system, which would oversee all activities related to development of the program, would permit incremental development and compilation while making interprocedural optimization possible.

Over the past several years, programming language research has turned to a new paradigm in programming systems -- the programming environment. A programming environment is a collection of programming support tools that understand enough about the task at hand to give rather specific assistance to the programmer. Typically, these tools include a language-oriented editor, facilities for management of the program source, debugging tools tailored to the programming language being used, and facilities for making consistent executable modules. Examples of environments abound in the literature. The Cornell Program Synthesizer is an environment to support development of small PL/I programs by introductory programming students [TeiR 81]. Mentor, one of the earliest environment projects, supports programming in Pascal [Donz 75]. The Interlisp system contains many Lisp-specific tools to assist the programmer [Teit 77]. The Gandalf project at CMU is building an environment-generating system that can be used for any of a number of languages [HabN 82]. Finally, a group at GTE is working on a
programming environment for the Chill language [RudM 81].

A programming environment provides the ideal vehicle to support interprocedural optimization because the various tools can record information in the data base for later reference by other tools. If this approach is to be successful, the system must be so convenient to use that it is easier for the programmer to turn over all of his program for the system to manage than it is to manage them himself. In other words, by providing a rich system of programming assistance tools, we encourage the programmer let the system manage his program source. We are then free to record in a program data base whatever information we find useful for interprocedural optimization or other purposes.

As a part of the $\mathbb{R}^n$ project at Rice University, we have been developing a programming environment for Fortran which will support interprocedural analysis while providing a powerful collection of tools to the Fortran programmer. It is intended for use with Fortran systems for fairly conventional machines, but we will indicate how it can be very effectively used to support multiprocessor supercomputers.

5.1. Overview of the Environment

Our conceptual view of the environment is depicted in Figure 1. outset. First, it is major component of the $\mathbb{R}^n$ project at Rice University, which is building a network of high performance workstations designed to provide the modern scientist, engineer, or numerical analyst with a computational resource tailored to his needs. The specifications for such a workstation are summarized in Table 1.
Thus the environment is designed from the outset to run on such a worksta
tion and to take advantage of the high resolution graphics, the graphi
cal input device, and the local computational power. The environment
may also run on simpler graphics devices, such as dumb terminals, but we
have not compromised the design to accommodate such devices. We envi
sion that the network will have other resources connected to it such as
a computation server, a long-haul network gateway, and a file server.

The programming environment will be partitioned between the file
server and the workstation as depicted in Figure 1. At the heart of the
environment is the project database which resides on the file server.
It records all information about the programs and modules in a project,
including source, specifications, test data, documentation, interpro-
cedural information, and much more. All access to it is made through
the project manager software, which stores and retrieves the source
files in the project, answers questions about the programs and modules,
isures that project rules are obeyed, and makes consistent versions of
the programs for execution. The project manager stores information from
and provides information to three main tools in the environment:

(1) An intelligent Fortran editor which not only helps the programmer
build syntactically correct programs, but also warns of possible
run-time anomalies that can be detected at compile time.

(2) A debugging interpreter which can step through parts of the program
allowing the programmer to interrupt and monitor execution. With
the help of the project manager, the interpreter would be able to handle a hybrid program consisting of some compiled and some interpreted modules. Thus control could be made to pass quickly through most of the program to the module under development which could then be interpreted.

(3) An **optimizing compiler** that converts the partially compiled version of the program maintained by the editor to an optimized form suitable for integration with the rest of the system. With the help of the project manager, it uses the system data base to do a thorough job of interprocedural analysis and optimization.

These tools work together to assist the programmer in preparing, documenting, and testing the program. They also cooperate to make the final programs as efficient as possible. We will discuss each of them in more
5.2. **Project Management**

A *project manager* program will control access to all programs and modules within the project and maintain a database of semantic information about them that can be used by other tools in the project. The basic framework is depicted in Figure 2. In this scheme, the largest entity is the *project*, which may be thought of as a collection of programs that are being worked on by a common pool of programmers and which may make use of a common group of subprogram modules. A project might contain one program that is the central focus of the work, along with a collection of test versions, or it might include several central programs.

A *program* is simply a collection of modules that, when integrated into a whole, may be executed. Several programs in a project may share the same modules, so the system must support some mechanism for sharing. A program may have several named *versions*, each using a different set of modules.

A program may be viewed as nothing more than a recipe indicating how to *compose* the modules (with versions specified) that it incorporates. Indeed, this is how programs are implemented in our preliminary system.

A *module* is a collection of entry points that is always edited and compiled as a whole. Modules may also have named *versions*. For example, there will usually be both an "official" and a "test" version of any module that is being modified. Presumably, the programmer will be working on the test version.

Associated with modules are various kinds of information, including source and compiled intermediate language. Each module also contains some number of *entry points*, which are the names by which the module is accessed externally. This will include all the callable entry point names. Associated with each entry point will be two kinds of information. *Specifications* are properties of the entry point which are entered by the programmer. In the first system, the specifications will
Figure 2. A conceptual framework for project management.

consistent only of the number and types of parameters. Later this may include other information about the intended behavior of the entry. Annotations are facts about the behavior of the entry which are gleaned by any of the tools in the environment. For example, the editor might
add an annotation that indicates which other entries might be called as a result of a call to an entry point.

To conveniently provide the facilities of standard groups of modules, such as LINPACK or IMSL, the system will need to understand the concept of a library, which is an external project in which some modules have been declared to be "public." Single modules may be incorporated into a project from any of a number of specified libraries for the project.

Finally, any system that supports versions of its basic components must also support defaults. The environment we are developing would always have a standard version of every object for which versions are supported.

It is the role of the project manager to maintain the project database, to maintain the consistency of programs within the project, and to provide information about the project or any of the programs and modules within it. For example, the manager must keep track of which programmers are working on which versions of a given module. Also, the manager will provide tools by which new programs can be constructed from modules in the data base. Finally, the project manager will provide the interface through which all queries about the project must pass.

To understand the role of the project manager, it is helpful to consider a selection of the functions we envision it performing. There are essentially three main functions performed by project management.

1) **Query Answering** -- in this category, we include any operation which provides information about the project in a non-destructive fashion. In other words any operation which does not cause a change in the current project state. Examples are requests to browse source modules, questions about specifications or annotations for a given entry point, and questions about the structure of a given program, such as a request to display the call graph.

2) **Module Creation and Modification** -- in this category are all operations on modules in the project that lead to new or changed modules being stored in the data base. Examples are requests to edit a
given module or to create a new one.

(3) **Program Creation** -- in this category we find the function of program composition. In the system, programs are created by specifying a collection of modules to be incorporated in the composition. The project manager then adds enough modules to make a complete program or until it must report that the program is incomplete.

An issue related to program composition is the **current context program**. In the process of working on a project, we envision that the programmer will establish a program as the one in which he or she is currently working. The current context program establishes the default for many operations of the project manager. For example, when a query asks for information about a given entry point name, the project manager will assume that the query refers to the version of that entry point in the current context program. Similarly, in performing a composition, the program is completed by adding modules from the current context program.

The project manager will also be responsible for maintaining the project privilege rules. We use a very simple mechanism for deciding the authority of project programmers to perform certain functions. Each module and program has a **creator**, a **status** (public or private) and a **reference count**. A private program or module belongs to its creator and may be modified or released by that programmer. A program may be made public by its creator. By doing so, the creator relinquishes his or her authority over the program and every module contained in it. The creator may not modify a public module or program. He or she must create a new version of the module and build a whole new program composition in order to make such a change. Presumably, this composition will be private.

This mechanism insures the stability of public programs. Only the chief project programmer may release a public program; it then reverts to private status. Modules released by the chief project programmer revert to private status only when all references to it are by programs owned by the creator of the module.
5.3. **Intelligent Editor**

The intelligent Fortran editor will serve as the programmer's home environment from which all activities are invoked. It will permit the programmer to browse through projects and programs; it will acquire modules and other information from the data base; and it will make heavy use of a sophisticated graphics interface featuring multiple windows, highlighting, structured region hiding, and the use of a pointing device such as a mouse.

The editor will be language-oriented and will assist the programmer in entering Fortran by providing commands that generate templates for the major language constructs. For example, to insert a DO-loop, the programmer need only invoke the DO-loop command and the cursor will be replaced by a DO-loop template with place markers in the positions where further text should be entered.

```
DO <iterator>
  <body>
REPEAT
```

The syntax displayed above is taken from Fortran 8x.

Not only does the editor help a programmer enter syntactically correct programs, it also obviates the need for a parser by directly constructing the abstract syntax tree for the program. All components of the environment can then use the abstract syntax tree as the standard program representation. The display is constructed by unparsing the abstract syntax tree. The abstract syntax permits the editor to provide both textual and treewalk cursor movement. Thus, there will be separate keys that allow the programmer to move quickly to subparts of a larger language construct. For example, if the cursor is positioned at an IF statement, there will be a cursor move function which will quickly move to the condition field.

The high-resolution display on the workstation permits a particularly convenient view of the program to be presented. Typically, the display will have three windows as in Figure 3. The main window will display the current region on the screen, with region hiding as appropriate. A parallel window will always display the current
### Module: band-solve  
### Program: reservoir pde's

```plaintext
subroutine bandsl ( matrix, neq, width ) {
  iwidth = width / 2
  nqm = neq - 1
  off = neq + 1
  do i = 1 , nqm {
    ...
    do j = iplusl , irange {
      ...
      if ( temp ≠ 0.0 ) {
        noff = i
        do k = iplusl , irange {
          noff = noff + off
         loff = noff + icount
          if ( matrix[noff] ≠ 0.0 ) {
            ...
          }
        }
      }
    }
  }
  return
}
```

#### variables

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>integer</td>
</tr>
<tr>
<td>icount</td>
<td>integer</td>
</tr>
<tr>
<td>iplusl</td>
<td>integer</td>
</tr>
<tr>
<td>irange</td>
<td>integer</td>
</tr>
<tr>
<td>iwidth</td>
<td>integer</td>
</tr>
<tr>
<td>j</td>
<td>integer</td>
</tr>
<tr>
<td>k</td>
<td>integer</td>
</tr>
<tr>
<td>loff</td>
<td>integer</td>
</tr>
<tr>
<td>matrix[neq]</td>
<td>double</td>
</tr>
<tr>
<td>neq</td>
<td>integer</td>
</tr>
<tr>
<td>noff</td>
<td>integer</td>
</tr>
<tr>
<td>nqm</td>
<td>integer</td>
</tr>
<tr>
<td>off</td>
<td>integer</td>
</tr>
<tr>
<td>temp</td>
<td>double</td>
</tr>
<tr>
<td>width</td>
<td>integer</td>
</tr>
</tbody>
</table>

---

**Figure 3. A typical editor display.**

declarations for each variable used in the region of program on the
screen. Finally, an option window will show the functions which are
available at the current cursor position. For example, in Figure 3, the
cursor is positioned at a statement location, so any statement may be
inserted. An option may be selected using the mouse or by explicitly
entering the command.

Note that the program is displayed in a notation that is somewhat
different from that of standard Fortran. In an environment such as this
one, the user will have the opportunity to tailor the display format to
his taste. The program is shown in a format similar to the one used for
Ratfor or C on Unix\textsuperscript{2} systems.

In our system the editor will also be able to detect and report many subtle semantic errors such as uninitialized variables. It will make use of information stored in the project data base to help construct subprograms that are consistent with the program being developed. For example, when a programmer wishes to insert a call to an external subroutine, the editor will query the data base to provide a template for the parameters that are required.

\texttt{CALL S ( \langle integer ncases\rangle, \langle real array x\rangle, \langle real array y\rangle )}

In this statement, the programmer inserted CALL S and the system provided the parameter template.

There are several documentation functions that the editor will perform, including prompting the programmer for certain kinds of specifications, and maintaining a modification history. The editor will also compute and record summary data flow information for each module that it creates or modifies; such information can be used in both optimization and error detection.

In advanced versions of the editor, we will experiment with incremental data flow analysis. New results by Reps [Reps 82], Wegman [Wegm 82], and Zadeck [Zade 83], lead us to believe that use-definition chains (pointers from statements which use variables to the statements that might create the value used) can be efficiently created by the editor in an incremental fashion. If this is true it will be possible to provide some powerful diagnostic features.

For example, it will be possible to have a function which scrolls back from a usage point to successive points of definition for the value used (see Figure 4). This facility would be extremely useful in debugging because most errors are detected when a bad value causes some fault to occur. The point of fault is easily located. However, the real error probably occurred where the bad value was \textit{created}. Use definition chains can help us quickly find all possible creation points.

\textsuperscript{2}Unix is a trade mark of Western Electric Company.
### 5.4. Debugging Interpreter

The **debugging interpreter** will enable the programmer to step through parts of a given program allowing him to interrupt and monitor execution.

The debugger, like the editor, will also make effective use of the high resolution graphics. As we envision it, the programmer will be able to monitor execution using a display similar to the one depicted in Figure 5. While highlighting the statement being executed in one window, the debugger will simultaneously display the changed values of variables in a second and the program output in a third window.

An important design goal is to support **hybrid execution**, in which compiled and interpreted modules are intermixed. This will permit interpretive testing of a module that may not be executed until many minutes of execution of the whole program. To support this feature, it is absolutely critical that compiled and interpreted programs maintain a consistent layout of data in the program. This strategy will also make it more likely that the compiled and interpreted versions of the same module will behave identically.

<table>
<thead>
<tr>
<th>Def</th>
<th>Variable: iwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>read (5, 1000) nobs</td>
<td></td>
</tr>
<tr>
<td>read (5, 1001) istart, iend</td>
<td></td>
</tr>
<tr>
<td>iwidth = iend - istart</td>
<td></td>
</tr>
<tr>
<td>sum = 0.0</td>
<td></td>
</tr>
<tr>
<td>do i = 1, nobs {</td>
<td></td>
</tr>
<tr>
<td>sum = sum + a[i]</td>
<td></td>
</tr>
<tr>
<td>}</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Use</th>
<th>Variable: iwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>do i = 1, nobs {</td>
<td></td>
</tr>
<tr>
<td>sum = 0.0</td>
<td></td>
</tr>
<tr>
<td>do j = 1, nobs {</td>
<td></td>
</tr>
<tr>
<td>sum = sum + x[i]*a[j]</td>
<td></td>
</tr>
<tr>
<td>}</td>
<td></td>
</tr>
<tr>
<td>b[i] = sum / iwidth</td>
<td></td>
</tr>
</tbody>
</table>
Another important debugging feature we intend to support is reversible execution. There is no special difficulty to this. Since the abstract tree is doubly linked, we can easily move backward in it. A problem arises at three main points of ambiguity: assignments, gotos, and calls to compiled code. Traditionally, these are handled by saving on some file the value of the changed variable or the location from which control came. The big problem is caused by calls to compiled code. At these, the interpreter must save the values of every variable that might be changed before control returns. In the absence of better information, this means every variable in common and every parameter.

In the R environment, the burden will be much smaller because the interprocedural analysis will provide the interpreter which a much more precise estimate of what might be changed by a call. Thus many fewer variable values will need to be saved.

Debugging is an extremely important programming activity that has received too little attention from Fortran implementors. Here is an area where the graphic capabilities of the personal workstation will be
especially valuable. One aspect of numerical debugging is common to non-numeric debugging: the elimination of semantic errors in the program, errors that cause the program to behave in an incorrect manner. There is another type of debugging common in numerical programs -- elimination of the errors of precision and accuracy that make the answers incorrect or the algorithm fail to converge rapidly enough. It is here that debugging truly takes on the flavor of experimentation and the ability to interactively follow execution while monitoring the output may permit enormous savings of research time.

5.5. Optimizing Compiler

The optimizing compiler, which is really an optimizing code generator, will convert the partially compiled version of a module maintained by the editor to an optimized form suitable for integration into the program of which it is a part. The main advance in this tool over previous optimizing compilers for Fortran is its use of interprocedural analysis and optimization.

Compiler optimization researchers have long believed that the interprocedural effects are the last remaining major source of inefficiency in languages with optimizing compilers. Why then are there so few compilers with any interprocedural analysis and optimization? The answer is that the compiler would need access to all the code in a program in order to do a good job. It is unreasonable to expect to compile whole programs at once -- the cost in computation time would be too great. It would be almost as impractical to perform data flow analysis on the whole program at each module compilation.

The solution is to save the interprocedural information needed for optimization between compilations in the project data base. This requires that the interprocedural information be updated each time a module is edited.

We intend to use the environment to attack two problems. First, we will investigate the use of interprocedural information to do linkage tailoring -- the construction of efficient subroutine linkages tailored to the actual caller and callee. An example of linkage tailoring is
inline substitution, but there are many less dramatic forms.

A second area is to compute the patterns of data usage and definitions as a result of procedure invocations. An example is the computation of \( \text{mod}(s) \), the set of variables that might be changed as a result of the procedure invocation at call site(s). There are two components to this information.

1. First there are the immediate effects of the procedure being invoked. These can be recorded in the data base by the editor on putting a module away, the editor need only store the list of variables that are changed in some statement in the program.

2. To this list must be added the secondary effects due to calls to other routines from within the called routine. These must be handled by solving a data flow problem on the call graph [Alle 74, AllS 72, Bann 78, Bart 78, Myer 81, Rose 79, Spill 72, WeiH 80]. A recent dissertation by Cooper [Coop 83] describes fast algorithms to solve this problem in an incremental fashion. The basic idea is that whenever the editor puts away a module that is incorporated in a program, a demon is invoked to update the interprocedural information. This demon makes use of comparisons of old information with new information to keep from doing redundant work.

As a result of the actions of the demon described above, several modules may need to be recompiled in the light of new interprocedural information.

Thus the environment will permit us to at last mount a concerted attack on interprocedural optimization and analysis.

6. Implications for Multiprocessor Supercomputers

As Section 2 indicated, interprocedural analysis will make it possible to do a much more aggressive job of analyzing vector dependences. This will in turn lead to compilers which will be able to construct very precise dependence information about arrays of the sort described in Section 3. Such a compiler might well attempt to automatically assign different iterations of a loop to different processors. It is conceivable that this might lead to parallel programs that are acceptably
7. Summary and Conclusions

It has become obvious to all those who program parallel computers that the task is a hard one. If the programmer is to do an adequate job, he must be able to factor out all but the most essential details. This implies that we must have strong programming support systems -- languages, compilers and environments -- that support high level constructs for parallel programming which are free of artificial constructs arising from the specifics of the underlying machine.

The other side of the coin is that such languages will need powerful optimizing compilers to tailor individual programs to the available hardware. We hope that we have convinced you that the technology of compiler optimization and vectorization is sufficiently advanced to expect that, in time, we will be able to develop those compilers. However, the need for concern with larger granularity of parallelism makes the need for interprocedural analysis and optimization even more pressing.

Programming environments, which have been the subject of much recent study, promise to provide a vehicle for increasing programmer productivity while permitting cross-procedural information passing among the tools of the environment. In particular, the tools of an environment can easily be adapted to aid in the process of interprocedural information gathering. The R^n programming environment project at Rice University is attempting to develop the techniques for interprocedural analysis in the context of an environment.

In addition to their other advantages, programming environments can be adapted to provide interactive programming support for parallel programming. It is easy to envision these environments as powerful programming laboratories for crafting supercomputer programs.

However, the outlook is not completely rosy. Work has only just begun on programming and much software remains to be developed. Only if we start to actively pursue the goal of a truly interactive parallel programming environment now will we be ready to support the multiprocessor supercomputers when they reach the market in the second half of this decade.
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