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Abstract

Algorithms based on trust regions have been shown to be robust methods for unconstrained optimization problems. All existing methods, either based on the dogleg strategy or Hebden-More iterations, require solution of system of linear equations. In large scale optimization this may be prohibitively expensive. It is shown in this paper that an approximate solution of the trust region problem may be found by the preconditioned conjugate gradient method. This may be regarded as a generalized dogleg technique where we asymptotically take the inexact quasi-Newton step. We also show that we have the same convergence properties as existing methods based on the dogleg strategy using an approximate Hessian.
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1. Introduction

The unconstrained minimization of a smooth function in many variables is an important problem in mathematical programming. These problems are usually referred to as large scale unconstrained optimization problems and they occur frequently, for example, in structural design and in finite element methods for nonlinear partial differential equations.

Since the function is smooth, the local minima occur at stationary points, i.e. zeros of the gradient. Effective algorithms are usually based on Newton's method or some variation like the quasi-Newton methods for finding a zero of the gradient. To enlarge the region of convergence, the methods need to be modified. There are two main approaches to achieve global convergence. The most familiar modification is the line search approach where a direction \( p \) is computed followed by a search for an approximate local minimizer along the line defined by the direction \( p \). An alternate, appealing approach is based on the observation that quasi-Newton methods model the function by a quadratic approximation around the current iterate. The quadratic is accurate only in a neighborhood of the current iterate and the new iterate is now chosen to be an approximate minimizer of the quadratic constrained to be in the region where we trust the approximation.

Let

\[
\varphi(p) = g(x)^T p + \frac{1}{2} p^T B p
\]  

(1.1)

where \( B \) is a real symmetric \( n \times n \) matrix and \( g \) is the gradient of a smooth function \( f: \mathbb{R}^n \to \mathbb{R} \), \( g(x) \neq 0 \).

The trust region problem is to find \( p(\delta) \) so that

\[
\varphi(p(\delta)) = \min \{ \varphi(p) : \|p\| \leq \delta \}
\]  

(1.2)
where

$$\|p\|_C^2 = p^T C p, \quad (1.3)$$

and $C$ is a symmetric and positive definite matrix. We note that a solution of (1.2) always exists, but the solution is not necessarily unique.

Assume that (1.2) has a unique solution for $0 < \delta \leq A$, and let $p(\delta)$ be the solution curve.

There are two different approaches to solve (1.2). In the first case we find $p(\delta)$ so that

$$\frac{\|p(\delta) - \delta\|}{\delta} \leq \epsilon.$$ 

The step $p(\delta)$ may be found by an iterative method. It can be shown that the optimal solution $p^*$ satisfies

$$(B + \alpha C)p^* = -g \quad (1.4)$$

for some $\alpha \geq 0$ where $B + \alpha C$ is symmetric and positive semidefinite [6].

Hebden [7] and Moré [9] have given iterative methods for (1.2) based on using different values of $\alpha$ in (1.4). However, in large scale optimization solving the linear system (1.4) for different values of $\alpha$ may be expensive.

The other approach approximates the curve $p(\delta)$ by a piecewise linear approximation $\tilde{p}(\tau)$. This is usually referred to as a dogleg [11] or double dogleg [3) technique depending on the number of points defining the approximate curve. The approximate curve $\tilde{p}(\tau)$ is so that $\varphi(\tilde{p}(\tau))$ is monotonically decreasing and $\|\tilde{p}(\tau)\|_C$ is monotonically increasing for $0 \leq \tau \leq T$. 


An approximate solution to the trust region problem (1.2) is found by solving

\[
\min \{ \varphi(\tilde{p}(\tau)) : \|\tilde{p}(\tau)\| \leq \delta, \ 0 \leq \tau \leq T \}. \tag{1.5}
\]

If \( \varphi(\tilde{p}(\tau)) \) is strictly decreasing and \( \|\tilde{p}(\tau)\|_C \) is strictly increasing then for \( \|\tilde{p}(T)\|_C > \delta \) the unique solution of (1.5) is found by solving

\[
\|\tilde{p}(\tau)\|_C = \delta \tag{1.6}
\]

Let \( B \) be positive definite, then the dogleg curves use the Cauchy point

\[
p^C = -\frac{g^T g}{g^T B g} g
\]

and the quasi-Newton point

\[
p^N = -B^{-1} g.
\]

Powell's [11] dogleg curve is

\[
\tilde{p}(\tau) = \begin{cases} 
  p^C & 0 \leq \tau \leq 1 \\
  p^C + (\tau - 1)(p^N - p^C) & 1 < \tau \leq 2 
\end{cases}
\]

The double dogleg curve introduces the extra point \( \gamma p^N \) where \( 0 < \gamma \leq 1 \) and gives an earlier bias to the quasi-Newton step than the dogleg strategy.

The double dogleg curve is

\[
\tilde{p}(\tau) = \begin{cases} 
  p^C & 0 \leq \tau \leq 1 \\
  p^C + \frac{\tau - 1}{\gamma} (\gamma p^N - p^C) & 1 < \tau \leq 1 + \gamma \\
  (-1)p^N & 1 + \gamma < \tau \leq 2
\end{cases}
\]
The approximate solution of (1.2) is now either \(\tilde{p}(\tau)\) so that 
\[\|\tilde{p}(\tau)\| = \delta\] or \(\tilde{p}(2)\) if \(\|\tilde{p}(2)\| \leq \delta\). The dogleg curves can be defined when 
\(B\) is nonsingular and indefinite \([11]\), but it is not clear how to define 
the dogleg curves when the matrix \(B\) is singular. The dogleg curves require 
the quasi-Newton step and are thus not suited for large scale optimization.

Another major weakness of the original dogleg strategy is that the curve \(\tilde{p}(\tau)\) is 
independent of the norm used to define the trust region. However, the 
solution of (1.6) depends on the norm.

In this paper we show that the preconditioned conjugate gradient (PCG) 
method (see for instance \([1,2]\)) applied to (1.1) can be used to generate a 
piecewise linear curve that approximates \(p(\delta)\). The method is well defined 
when \(B\) is indefinite and the approximate curve will depend on the norm chosen. 
The PCG method is well suited for large scale optimization.

In Section 2, we describe the algorithm and show that \(\|\tilde{p}(\tau)\|\) is strictly 
increasing and \(\varphi(\tilde{p}(\tau))\) is monotonically decreasing. Thus (1.5) has a unique 
solution.

In Section 3, we summarize the convergence properties when the algo-

rithm is imbedded in the class of trust region algorithms of Powell \([12]\), and 
we show that the solution of (1.5) satisfies the condition for convergence in 
\([12]\). In the last section, we show that we may achieve a superlinear rate of 
convergence.
2. The Basic Algorithm

We include three different termination rules in the preconditioned conjugate gradient method. We terminate when we have a sufficiently good approximation to the quasi-Newton step, which is the Inexact Quasi-Newton step [4, 13]. Secondly, we terminate when the norm of the approximation is too large, in which case we take a linear combination of the previous iterate and the current one. Finally, when we encounter a direction of negative curvature then we move to the boundary. This may be regarded as a generalized dogleg scheme. We then extend this strategy and show how to find a new approximate solution when the trust region bound is reduced and how to find a double dogleg curve.

Consider the trust region problem (1.2):

\[
\min \{ \varphi(p) : \|p\|_C \leq \Delta \}
\]

where \( \varphi \) is defined in (1.1) and we use the weighted norm (1.3)

\[
\|p\|_C = (p, C p)^{1/2}
\]

where \( C \) is symmetric and positive definite and \((.,.)\) is the standard inner-product in \( \mathbb{R}^n \).

The algorithm is:

Step 1: Set \( p_0 = 0 \), and \( r_0 = -g \).

Solve \( C r_0 = r_0 \).

Set \( d_0 = r_0 \),

and set \( i = 0 \).

Step 2: Compute \( \gamma_i = (d_i, r_i) \).

If \( \gamma_i > 0 \) then Continue with Step 3.

Otherwise compute \( \tau > 0 \) so that \( \|p_i + \tau d_i\|_C = \Delta \) \hspace{1cm} (2.1)

set \( p = p_i + \tau d_i \) and Terminate.
Step 3: Compute $\alpha_i = (r_i, \tilde{r}_i) / \gamma_i$

\[ p_{i+1} = p_i + \alpha_i d_i \]

If $\|p_{i+1}\|_C < \Delta$ then Continue with Step 4.

Otherwise compute $\tau > 0$ so that $\|p_i + \tau d_i\|_C = \Delta$,

set $p = p_i + \tau d_i$ and Terminate.

Step 4: Compute $r_{i+1} = r_i - \alpha_i \tilde{d}_i$.

If $\|r_{i+1}\|_C \leq \xi$ then set $p = r_{i+1}$ and Terminate.

Otherwise Continue with Step 5.

Step 5: Solve $\tilde{C} \tilde{r}_{i+1} = r_{i+1}$.

Compute $\beta_i = (r_{i+1}, \tilde{r}_{i+1}) / (r_i, \tilde{r}_i)$,

and $d_{i+1} = \tilde{r}_{i+1} + \beta_i d_i$.

Set $i := i+1$ and Continue with Step 2.

Consider the case when the algorithm has terminated, and $p$ is the final direction. Then

\[ p = \begin{cases} p_{i+1} & \text{if (2.3) is used} \\ p_i + \tau d_i & \text{if } \gamma_i > 0 \text{ and (2.2) is used} \\ p_i + \tau d_i & \text{if } \gamma_i \leq 0 \text{ and (2.1) is used.} \end{cases} \tag{2.4} \]

In Theorem 2.1 it is shown that $(p_i, C d_i) > 0$ hence $\tau$ in (2.1) and (2.2) is found by choosing the positive root of the quadratic equation in $\tau$:

\[ \tau^2 (d_i^T C d_i) + 2\tau (p_i^T C d_i) = \Delta^2 - (p_i^T C p_i) . \tag{2.5} \]

We now state our main theorem. Before we prove the result, we need some properties of the PCG method.
Theorem 2.1 Let $p_j$, $j = 0, \ldots, i$ be the iterates generated by the algorithm. Then $\varphi(p_{j+1})$ is strictly decreasing $j = 0, \ldots, i$, and
\[ \varphi(p) \leq \varphi(p_1). \] (2.6)

Further, $\|p_j\|_C$ is strictly increasing $j = 0, \ldots, i$ and
\[ \|p_j\|_C > \|p_i\|_C. \] (2.7)

In the proof of the theorem, we need the following lemma from Hestenes and Stiefel [8] and Steihaug [13].

Lemma 2.2 Assume $v_i \neq 0$, $i = 0, 1, \ldots, k$

then
\begin{align*}
(r_i, d_j) &= (r_j, \tilde{r}_j) \quad 0 \leq i \leq j \leq k \quad (2.8) \\
(d_i, C_{d_j}) &= \frac{(r_i, \tilde{r}_i)(d_j, C_{d_j})}{(r_i, \tilde{r}_i)} \quad 0 \leq i \leq j \leq k \quad (2.9)
\end{align*}

and
\begin{equation}
\varphi(p_{j+1}) = \varphi(p_j) - \frac{1}{2} \left( \frac{r_i, \tilde{r}_i}{v_i} \right) \quad 0 \leq i < k \quad (2.10)
\end{equation}

Proof of Theorem 2.1: We first show that $\|p_j\|_C$, $j = 0, 1, \ldots, i$ is strictly increasing and $\|p_i\|_C > \|p_j\|_C$. From Step 3 we have
\begin{equation}
p_j = \sum_{k=0}^{j-1} \alpha_k d_k \quad j = 0, 1, \ldots, i \quad (2.11)
\end{equation}

and
\begin{equation}
\alpha_j > 0 \quad j = 0, 1, \ldots, i-1 \quad (2.12)
\end{equation}
Hence

\[(p_j, Cd_j) > 0 \quad j = 0, 1, \ldots, i \quad (2.13)\]

using (2.8). Consider

\[\begin{align*}
(p_{j+1}, Cp_{j+1}) &= (p_j, Cp_j) + 2\alpha_j (p_j, Cd_j) + \alpha_j^2 (d_j, Cd_j) \\
&\geq (p_j, Cp_j) \quad (2.14)
\end{align*}\]

using (2.13) and (2.12). We have thus shown that \(\|p_j\|_C \quad j = 0, 1, \ldots, i\) is strictly increasing. If \(p = p_{i+1}\), then (2.7) follows from (2.14). If \(p = p_i + \tau d_i\), then

\[\begin{align*}
(p, Cp) &= (p_i, Cp_i) + 2\tau (p_i, Cd_i) + \tau^2 (d_i, Cd_i) \\
&> (p_i, Cp_i)
\end{align*}\]

using (2.13) and for \(\tau\) in (2.5) \(\tau > 0\). Hence we have (2.7).

We will now show that \(\varphi(p_j) \quad j = 0, 1, \ldots, i\) is strictly decreasing and (2.6) holds. From Step 2 we have \(\gamma_j > 0 \quad j = 0, 1, \ldots, i-1\), then, from Lemma 2.2, \(\varphi(p_j)\) is strictly decreasing \(j = 0, 1, \ldots, i\).

Consider the last iterate \(p\). If \(p = p_{i+1}\) then the result follows directly. From (2.5), we have that

\[\begin{align*}
(r_i, d_i) &= (r_i, \tilde{r}_i) = (Bp_i + g, C^{-1}(Bp_i + g)) > 0
\end{align*}\]

using that \(C\) is positive definite, hence \(d_i\) is a descent direction for \(\varphi(p_i)\), i.e.

\[-(\nabla \varphi(p_i), d_i) = (Bp_i + g, d_i) > 0.\]

If \(\gamma_i > 0\), then we have

\[\varphi(p_i) \geq \varphi(p_i + \tau d_i) \geq \varphi(p_{i+1}) \quad \text{for} \quad 0 < \tau \leq \alpha_i.\]
Since \( \tau \leq \alpha_i \), we have the desired result. For \( \gamma_i \leq 0 \), then the quadratic term is nonpositive, and we have

\[
\varphi(p_i) \geq \varphi(p_i + \tau d_i) \quad \text{for} \quad 0 \leq \tau,
\]

and the result follows directly. \( \text{Q.E.D.} \)

This theorem tells us that if \( B \) is positive definite and we terminate using (2.3), then we know that the unconstrained minimizer is outside the region. If we terminate using (2.1), then the matrix \( B \) is indefinite and the minimizer is at the boundary.

Since \( \alpha_j \) in Step 3 is the minimizer of \( \varphi(p_j + \alpha d_j) \), it follows that \( \varphi(p_j + \tau(p_{j+1} - p_j)) \) is strictly monotonic decreasing for \( 0 \leq \tau \leq 1 \).

From (2.1) and (2.2) we know that \( \varphi(p + \tau(p - p_j)) \) is strictly decreasing.

Hence for the piecewise linear curve \( \tilde{p}(\tau) \) that connects \( p_j, j = 0, 1, \ldots, i \) and \( p \) we have that \( \varphi(\tilde{p}(\tau)) \) is strictly monotonic decreasing and \( \|\tilde{p}(\tau)\|_C \) is strictly monotonic increasing.

Consider the case when the trust bound is reduced to \( \Delta' \) and the matrix \( B \) is unchanged. Let \( j < i \) be the index so that

\[
\|p_j\|_C \leq \Delta' < \|p_{j+1}\|_C \leq \|p_i\|_C \leq \Delta,
\]

then it would be desirable to combine \( p_j \) and \( p_i \), and find \( \tau \) so that

\[
\|p_j + \tau(p_i - p_j)\|_C = \Delta'.
\]
From (2.11), (2.12), and (2.13) we immediately have that

\[(p_i - p_j)\] is a descent direction for \(\varphi(p_j)\), and \(\|p_j + \tau (p_i - p_j)\|_C\) is increasing in \(\tau\), \(0 \leq \tau \leq 1\).

Let \(j < i\). It can be shown that \(p_j\) and \(p_i\) may be used as a pair of directions for a double dogleg scheme, i.e. we can find positive \(\eta \leq 1\) so that

\[
\tilde{\varphi}(\tau) = \begin{cases} 
\tau p_j & 0 \leq \tau \leq 1 \\
p_j + (\tau - 1)(\eta p_i - p_j) & 1 < \tau \leq 2, \\
(\tau - 1)\eta p_i & 2 < \tau \leq 1 + \frac{1}{\eta}
\end{cases}
\]

and \(\varphi(\tilde{\varphi}(\tau))\) is decreasing and \(\|\tilde{\varphi}(\tau)\|_C\) is increasing for increasing \(\tau\).

To see this, we first note that \(p_i - p_j\) is a strict descent direction for \(\varphi(p_j)\), hence there exists positive \(\eta_0 \leq 1\), so that \(\eta p_i - p_j\), where

\[\eta_0 \leq \eta \leq 1,\]

is a descent direction for \(\varphi(p_j)\). The constant \(\eta_0\) is found by solving a quadratic equation in \(\eta_0\) in a similar way as in Dennis and Mei [3].

Further, \(\|p_j + \tau (p_i - p_j)\|_C\) is strictly increasing in \(\tau\), hence there exists positive \(\eta_1 \leq 1\), so that for \(\eta p_i - p_j\), where

\[\eta_1 \leq \eta \leq 1,\]
then \( \| p_j + \tau (\eta_1 p_i - p_j) \|_C \) is strictly increasing in \( \tau \). The constant \( \eta_1 \) is found by solving a quadratic equation in \( \eta_1 \).

Now choose any \( \eta \) so that

\[
\max\{\eta_0, \eta_1\} \leq \eta \leq 1,
\]

and we have that \( \tilde{\eta}(\cdot) \) is biased toward \( p_i \) as the original double dogleg curve is biased toward the quasi-Newton step.
3. Convergence Results

In this section, we will summarize the convergence results for the unconstrained minimization problem when we use the modified PCG algorithm imbedded in the class of minimization algorithms of Powell [12].

Consider the unconstrained minimization problem

$$\min\{f(x): x \in \mathbb{R}^n\}$$

where $f: \mathbb{R}^n \rightarrow \mathbb{R}$ satisfies:

A.1.: $f$ is bounded below;

A.2.: $f$ is differentiable and the gradient is uniformly continuous.

The framework of the algorithms is given below. For simplicity we will assume that $C_k = I$ where $C_k$ is the weight in (1.3). Let $\bar{A}$ be a fixed upper bound on the step lengths.

Step 1: Given $x_0$, $E_0$, $A_0 \leq \bar{A}$ and $\varepsilon_0$.
Calculate $f(x_0)$ and $g(x_0)$, and set $k = 0$.

Step 2: Use the modified PCG algorithm to find approximate solution $p_k$ with relative error $\varepsilon_k$ in (2.3).

Step 3: Calculate $f(x_k + p_k)$, $g(x_k + p_k)$, and

$$\phi_k = \frac{f(x_k) - f(x_k + p_k)}{f(x_k) - \phi_k(p_k)} \quad (3.1)$$

Step 4: Update $x_{k+1}$:

$$x_{k+1} = \begin{cases} x_k + p_k & \text{if } \rho_k > \alpha_2 \\ x_k & \text{otherwise} \end{cases} \quad (3.2)$$
Update $\Delta_{k+1}$:

$$
\|p_k\| \leq \Delta_{k+1} \leq \min\{\gamma_3\|p_k\|, \delta\} \text{ when } \rho_k \geq \alpha_1
$$

$$
\gamma_4\|p_k\| \leq \Delta_{k+1} \leq \gamma_5\|p_k\| \text{ when } \rho_k < \alpha_1
$$

Update $B_{k+1}$:

$$
\|B_{k+1}\| \leq \gamma_1 + \gamma_2 \sum_{i=0}^{k} \|p_i\|
$$

Update $\xi_{k+1}$, $k := k + 1$, and continue with Step 2.

The constants $\gamma_1$ and $\gamma_2$ will depend on the update formula of $B_{k+1}$.

Further,

$$
0 \leq \alpha_2 < \alpha_1 < 1
$$

$$
0 < \gamma_4 \leq \gamma_5 < 1 \leq \gamma_3
$$

If the matrix $B_{k+1}$ is a secant update, then we have to decide whether or not to update when the step is rejected. If the step is rejected and the trust region parameter decreased, then the new direction in general is different from the old one, which is not the case in line searches. Hence we can expect to get a better approximation by updating the matrix even if the step is rejected. However, from Section 2 we have that the new step can easily be computed if $B_{k+1} = B_k$ and $\rho_k \leq \alpha_2$. We note that this is the case when $B_k$ only depends on $x_k$ as in Newton's method.

The first theorem is an important modification of the original convergence result of Powell [12]. We only include the part of the proof that differs from Powell's original proof. The algorithm includes the generalization of Thomas [14].
Theorem 6.1: If \( \xi_k \leq \xi_0 < 1 \), then

\[
\lim \inf_{k \to \infty} \|g(x_k)\| = 0. \tag{3.7}
\]

Proof: The result is proved by obtaining a contradiction. Assume that \( \{|g(x_k)|\} \) is bounded away from zero. First it is shown that

\[
\sum_{k \geq 0} \|p_k\| < +\infty, \tag{3.8}
\]

hence \( \{|B_k\|\} \) is uniformly bounded. The next major step is to show that

\[
\lim_{k \to \infty} \rho_k = 1 \tag{3.9}
\]

Hence from (3.3) and (3.6) we can conclude that for \( k \) sufficiently large,

\[
\Delta_{k+1} \geq \|p_k\|. \tag{3.10}
\]

We will now show that for \( k \) sufficiently large, under the above assumption we do not use Inexact Quasi-Newton step\(^1\), i.e.,

\[
\frac{\|r_k\|}{\|g(x_k)\|} > \xi_k \text{ for } k \geq k_0. \tag{3.10}
\]

From (3.8) we have that \( \|p_k\| \to 0 \), and since we have assumed that \( \{|g(x_k)|\} \) is bounded away from zero, it follows that the fraction

\[
\frac{\|B_k p_k + g(x_k)\|}{\|g(x_k)\|}
\]

is arbitrarily close to 1, hence for sufficiently large \( k \) we have that

\(^1\)This is the only modification of the original proof [1,2, pp 11-12].
and we have the desired result (3.10).

For $k_0$ sufficiently large we are using termination (2.1) or (2.2) and we have

$$\Delta_{k+1} \geq \Delta_k = \|p_k\| \quad \text{for } k \geq k_0.$$ 

Hence $\|p_{k+1}\| \geq \|p_k\| > 0$ for $k \geq k_0$. This contradicts (3.8), and shows that $\{\|g(x_k)\|\}$ is not bounded away from zero. Q.E.D.

Powell has pointed out [12 p. 6] that if one of the iterates falls into a bounded region in which $f$ is convex, and the subsequent points remain there, then the sequence $\{x_k\}$ converges to the local minimizer.

To explore this remark further, we will discuss under what assumptions there will be local convergence to a strong minimizer.

**Theorem 3.1.** Let $f$ be twice continuously differentiable in an open convex set $\Omega$. Assume that $x^*$ is a local minimizer in $\Omega$ and the Hessian matrix of $f$ at $x^*$ is positive definite. Then there exists positive constants $\epsilon$ and $\Delta$ so that if

$$\|x_0 - x^*\| \leq \epsilon \quad \text{and} \quad \lambda_0 \leq \Delta$$

then $\{x_k\}$ converges to $x^*$.

**Proof:** Put $B^*(\delta) = \{x : \|x - x^*\| \leq \delta\}$, and let $\delta > 0$ so that $f$ is strictly convex in $B^*(\delta)$ and $B^*(\delta)$ is contained in $\Omega$. Put

$$\varphi = \frac{\delta}{3\sqrt{3}}.$$ 

Choose $\varphi > f(x^*)$ and $\epsilon > 0$ so that

$$B^*(\epsilon) \subseteq L \subseteq B^*(\varphi)$$

(3.11)
where
\[ L_{\phi} = \{ x \in B^*(\delta) : f(x) \leq \phi \} . \]

This can be done in view of the strict convexity of \( f \) in \( B^*(\delta) \).

We will now show that for
\[ ||x_0 - x^*_1|| \leq \epsilon, \quad \Delta_0 \leq \frac{2\delta}{3} \]
then
\[ ||x_k - x^*_k|| \leq \mu, \quad (3.12) \]
and
\[ \Delta_k \leq \frac{2}{3}\delta \quad (3.13) \]

Hence we know that \( \{x_k\} \) has limit points. Further, from (3.7) we know that there exists a subsequence converging to \( x^* \). But \( f(x_k) \) is decreasing, hence the sequence \( \{x_k\} \) is converging to \( x^* \).

The proof is by induction. Clearly (3.12) and (3.13) are satisfied for \( k = 0 \). Assume (3.12) and (3.13) hold for \( k \) and consider
\[ ||x_k + p_k - x^*_k|| \leq ||x_k - x^*_k|| + ||p_k|| \leq \frac{\delta}{3\gamma_3} + \frac{2\delta}{3} \leq \delta \quad , \]
and \( x_k + p_k \in B^*(\delta) \). We will now consider the two different cases; the new function value is less than or larger than the current function value. If \( f(x_k + p_k) \leq f(x_k) \) then \( x_k + p_k \in L_{\phi} \), hence from (3.11)
\[ ||x_k + p_k - x^*_k|| \leq \frac{\delta}{3\gamma_3} = \mu \]
and we have the desired result (3.12). From (3.4) and (3.6) we have that the maximum change in \( \Delta_{k+1} \) is
\[ \Delta_{k+1} \leq \gamma_3 \|p_k\| \]
\[ \leq \gamma_3 [\|x_k + p_k - x^*\| + \|x_k - x^*\|] \]
\[ \leq \gamma_3 [\frac{\delta}{3\gamma_3} + \frac{\delta}{3\gamma_3}] \]
\[ \leq \frac{2}{3} \delta, \]

and we have the desired (3.13).

If \( f(x_k + p_k) > f(x_k) \) then the step is \( x_{k+1} = x_k \) and the stepbound is decreased,

\[ \Delta_{k+1} \leq \|p_k\| \leq \Delta_k \leq \frac{2}{3} \delta, \]

and we have shown (3.12) and (3.13).

Q.E.D.

This theorem shows that we get local convergence independent of \( B_0 \). To find a suitable \( \Delta_0 \), we can choose

\[ \Delta_0 = \gamma \|g(x_0)\| \]

for any \( \gamma > 0 \). Hence for \( x_0 \) sufficiently close to \( x^* \) we have \( \Delta_0 \leq \Delta \).
4. Superlinear Rate of Convergence

In Steihaug [13] and Eisenstat and Steihaug [4] it is shown that if \( f \) is sufficiently smooth and \( \{x_k\} \) converges to a stationary point where the Hessian is nonsingular and

\[
\lim_{k \to \infty} \frac{\|B_k p_k + g(x_k) - g(x_k + p_k)\|}{\|p_k\|} = 0 \quad (4.1)
\]

and the residual \( r_k = B_k p_k + g(x_k) \) satisfies

\[
\frac{\|r_k\|}{\|g(x_k)\|} \leq \xi_k
\]

where \( x_{k+1} = x_k + p_k \) and \( \xi_k \to 0 \), then the sequence \( \{x_k\} \) converges superlinearly. In this section, we will show that if we have convergence to a local minimizer where the Hessian is positive definite, then the trust region algorithm also yields a superlinear rate of convergence.

In this section we assume that

A.1: \( x_k \to x^* \) as \( k \to \infty \);

A.2: \( f \) is twice continuously differentiable in an open neighborhood \( \Omega \) of \( x^* \);

A.3: The Hessian matrix \( H(x^*) \) of \( f \) is positive definite;

A.4: The sequences \( \{p_k\} \) and \( \{B_k\} \) satisfy (4.1).

The first lemma shows that the approximation \( \varphi_k(p_k) \) predicts \( f(x_k + p_k) \) provided that the gradient of \( \varphi_k \) predicts the gradient of \( f \) at \( x_k + p_k \). Let \( \rho_k \) be the fraction of the actual function decrease and the predicted decrease given by (3.1).
Lemma 4.1:

\[ \lim_{k \to \infty} \rho_k = 1. \]

Proof: The proof is a part of Powell's Theorem 3, [12, pp 16-18]. Q.E.D.

This result is important since it specifies that for \( k_0 \) sufficiently large we use the trust region revision (3.3) and

\[ \Delta_k \geq \|p_{k-1}\|, \quad k > k_0. \]

Therefore, if at any index \( k \geq k_0 \)

\[ \|p_k\| < \|p_{k-1}\|, \]

then we know that the method has used the termination rule

\[ \|r_k\|/\|g(x_k)\| \leq \xi_k. \]

This is the basic observation used in this section's main theorem.

Theorem 4.2: If \( \xi_k \to 0 \) then \( \{x_k\} \) converges superlinearly, i.e.

\[ \lim_{k \to \infty} \frac{\|x_{k+1} - x^*\|}{\|x_k - x^*\|} = 0. \]

Proof: From the observations after Lemma 4.1 we know that since \( \{x_k\} \) converges, we are using the termination rule

\[ \|B_k p_k + g(x_k)\|/\|g(x_k)\| \leq \xi_k \]

in the minor iterations an infinite number of times. Further, for \( k \) sufficiently large, we have from (3.2) that the step \( p_k \) is acceptable.
We will show that the norm of the new step \( p_{k+1} \) is strictly less than the norm of the current step \( p_k \), hence the step 
\( p_{k+1} \) also satisfies the relative residual termination rule; since otherwise \( ||p_{k+1}|| = \Delta_{k+1} \geq ||p_k|| \). This shows that when we start taking Inexact Quasi-Newton steps, then we will continue with these steps.

From Lemma 4.1, (3.2) and (3.3) it follows that there exist \( k_0 \) so that for \( k \geq k_0 \) then \( x_{k+1} = x_k + p_k \) and \( \Delta_{k+1} \geq ||p_k|| \). Further, from Powell [12, pg. 15] it follows that there exists \( \mu > 0 \) so that

\[
||p_k|| \leq \mu \|g(x_k)\| \quad k \geq k_0
\] (4.2)

We first note that there exist positive constants \( \lambda_0 \) and \( \lambda_1 \) and a neighborhood \( D \subseteq \Omega \) so that for all \( x \in D \)

\[
\lambda_1 (p,p) \leq (p, \nabla^2 (x)p) \leq \lambda_0 (p,p)
\] (4.3)

and \( x_k \in D \) for \( k \geq k_0 \). Let

\[
\gamma_k = \|B_k p_k + g(x_k) - g(x_k + p_k)\| / ||p_k||
\]

and choose \( k_1 \geq k_0 \) so that

\[
\mu [\varepsilon_k \lambda_0 + \gamma_k] < 1 - \varepsilon_k
\] (4.4)

This can be done since \( \varepsilon_k \to 0 \) and \( \gamma_k \to 0 \) as \( k \to \infty \).

Consider

\[
\frac{||g(x_k + p_k)||}{||p_k||} \leq \frac{||B_k p_k + g(x_k)||}{||g(x_k)||} \frac{||g(x_k)||}{||p_k||} + \frac{||B_k p_k + g(x_k) - g(x_k + p_k)|| / ||p_k||}{||p_k||}
\]
and for \( k \geq k_0 \)

\[
\| g(x_k) \| \leq \| g(x_k + p_k) - g(x_k) \| + \| g(x_k + p_k) \| \\
\leq \| p_k \| \left[ \lambda_0 + \frac{\| g(x_k + p_k) \|}{\| p_k \|} \right] 
\]

(4.5)

using (4.3) Hence, for index \( k \geq k_1 \) such that

\[
\frac{\| x_k \|}{\| g(x_k) \|} \leq \xi_k
\]

(4.6)

we have using (4.5) that

\[
\frac{\| g(x_{k+1}) \|}{\| p_k \|} \leq \xi_k \left[ \lambda_0 + \frac{\| g(x_{k+1}) \|}{\| p_k \|} \right] + \gamma_k
\]

and

\[
\frac{\| g(x_{k+1}) \|}{\| p_k \|} \leq \frac{\xi_k \lambda_0 + \gamma_k}{1 - \xi_k}.
\]

(4.7)

Hence

\[
\frac{\| P_{k+1} \|}{\| P_k \|} = \frac{\| p_{k+1} \|}{\| g(x_{k+1}) \|} \frac{\| g(x_{k+1}) \|}{\| p_k \|} \leq \mu \frac{\xi_k \lambda_0 + \gamma_k}{1 - \xi_k} < 1.
\]

(4.8)

using (4.7) and (4.4).

This shows that if \( k \geq k_1 \) so that (4.6) holds, then all consecutive iterates will satisfy (4.6). But we know that such \( k \) exist since \( \| p_k \| \to 0 \), hence there exist \( k_2 \geq k_1 \) so that for \( k \geq k_2 \) then (4.8) holds.
Now, since $\gamma_k$ and $\delta_k$ are converging to zero we have from (4.7) that

$$
\lim_{k \to \infty} \frac{\|g(x_{k+1})\|}{\|x_{k+1} - x_k\|} = 0,
$$

and using (4.2)

$$
\lim_{k \to \infty} \frac{\|g(x_{k+1})\|}{\|g(x_k)\|} = 0
$$

which shows a superlinear rate of convergence. Q.E.D.
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