A system for estimating a photoplethysmogram waveform of a target includes an image processor configured to obtain images of the target and a waveform analyzer. The waveform analyzer is configured to determine a weight of a portion of the target. The weight is based on a time variation of the light reflectivity of the portion. The waveform analyzer is further configured to estimate a PPG waveform of the target based on the weight of the portion and the time variation of the light reflectivity of the portion.
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FIG. 2
Obtain a plurality of images including a target (See FIG. 3B)

Subdivide the target into a plurality of portions

Determine, based on the plurality of images, a time variation of a light reflectivity of the target (See FIG. 4A)

Determine, based on the time variation of the light reflectivity, a weight associated with each portion of the plurality of portions (See FIG. 3D)

Estimate a photoplethysmogram waveform based on the weight and light reflectivity of each portion of the plurality of portions.

END

FIG. 3A
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Step 325

Activate a first illumination source

Step 330

Obtain a first image while a target is illuminated by the first illumination source

Step 335

Wait a predetermined period of time

Step 340

Activate a second illumination source

Step 345

Obtain a second image while the target is illuminated by the second illumination source

END

FIG. 3B
START

Obtain a time variation of a light reflectivity of a portion of a target

Apply a bandpass filter to the time variation of the light reflectivity of the target to generate a filtered time variation of the light reflectivity of the target

Generate an estimate of a frequency of a photoplethysmogram (PPG) waveform based on the time variation of the light reflectivity of the target (See FIG. 3E)

Determine a spectral power density (SPD) of the filtered time variation of the light reflectivity in a spectral region surrounding the estimated frequency of the PPG waveform

Determine a SPD of the filtered time variation of the light reflectivity outside of the spectral region

Generate a weight based on the SPD of the spectral region and the SPD outside of the spectral region

END

FIG. 3D
Step 380 Generate a spectral power density of a time variation of a light reflectivity of each portion of a target

Step 385 Determine a frequency associated with the global maximum of the spectral power density of each portion of the target

FIG. 3E
Obtain a plurality of images of a target

Identify the target in each image of the plurality of images (See FIG. 3B)

Generate an alignment transformation for each image of the plurality of images

Apply each alignment transformation to each image of the plurality of images to generate a time variation of the light reflectivity of the target

FIG. 4A
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Step 416
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FIG. 4B
CAMERA BASED PHOTOPTHELYSMOGRAM ESTIMATION
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BACKGROUND

Measurements of a patient’s vital signs may provide a physician or other individual with information related to the health and wellbeing of the patient. In some cases, vital signs are measured by placing a sensor in direct contact with a portion of the patient’s body. For example, a chest strap or blood pressure cuff may be placed in direct contact with a patient to measure vital signs.

SUMMARY

In one aspect, a system for estimating a photoplethysmogram (PPG) waveform of a target in accordance with one or more embodiments of the invention includes an image processor configured to obtain images of the target; and a waveform analyzer configured to determine a weight of a portion of the target, based on a time variation light reflectivity of the portion of the target based on the images, and estimate a PPG waveform based on the weight of the portion and the time variation of the light reflectivity of the portion.

In one aspect, a method of estimating a PPG waveform of a target in accordance with embodiments of the invention includes subdividing the target into a plurality of portions; determining, based on the plurality of images, a time variation of a light reflectivity of a portion of the plurality of portions; determining, based on the time variation of the light reflectivity, a weight associated with the portion of the plurality of portions; and estimating the PPG waveform of the target based on the weight and the image of the plurality of images.

In one aspect, an apparatus for estimating a photoplethysmogram (PPG) waveform of a target in accordance with one or more embodiments of the invention includes a processor configured to obtain images of the target; and a waveform analyzer configured to determine a weight of a portion of the target, based on a time variation light reflectivity of the portion of the target based on the images, and estimate a PPG waveform based on the weight of the portion and the time variation of the light reflectivity of the portion.

In one aspect, a non-transitory computer readable medium storing instructions for estimating a PPG waveform of a target in accordance with embodiments of the invention includes an image processor configured to obtain images of the target; and a waveform analyzer configured to determine a weight of a portion of the target, based on a time variation light reflectivity of the portion of the target based on the images, and estimate a PPG waveform based on the weight of the portion and the time variation of the light reflectivity of the portion.

BRIEF DESCRIPTION OF DRAWINGS

Certain embodiments of the invention will be described with reference to the accompanying drawings. However, the accompanying drawings illustrate only certain aspects or implementations of the invention by way of example and are not meant to limit the scope of the claims.

DETAILED DESCRIPTION

Specific embodiments will now be described with reference to the accompanying figures. In the following description, numerous details are set forth as examples of the invention. It will be understood by those skilled in the art that one or more embodiments of the present invention may be practiced without these specific details and that numerous variations or modifications may be possible without departing from the scope of the invention. Certain details known to those of ordinary skill in the art are omitted to avoid obscuring the description.

Embodiments of the invention relate to systems and methods for measuring the vital signs of a target. The target may be a portion of a patient. The vital signs may be measured by estimating a photoplethysmogram (PPG) waveform without direct contact with the target. The vital signs may be derived from the estimated PPG waveform.
A system in accordance with one or more embodiments of the invention may include one or more cameras that generate images of a target. The PPG waveform may be estimated based on the light reflectivity of one or more portions of the target. The light reflectivity of the one or more portions of the target may be determined based on the images of the target.

The system may include a waveform analyzer that determines a PPG waveform of a target based on images of the target. The images may be generated by the cameras. The waveform analyzer may subdivide a target into multiple portions and determine a quality of a PPG signal included in the light reflectivity of each portion of the multiple portions. The waveform analyzer may determine the quality of the PPG signal of each portion based on a time variation of the light reflectivity of each portion. The waveform analyzer may determine a total PPG waveform based on the light reflectivity of each portion and the quality of the PPG signal of each portion.

The system may include a target tracker that determines a location of a target within the image. The target tracker may generate a transformation based on the location of the target within the image that maps portions of the image to the target. For example, as a target moves, portions of the target may appear in different portions of multiple images of the target. The transformation may be used to map portions of each image to the target and thereby generate the time variation of light reflectivity of the target from the images. In one or more embodiments of the invention, the target may be a patient, e.g., a person, or a portion of the patient, e.g., the person's face.

FIG. 1 shows a system in accordance with one or more embodiments of the invention. The system may determine vital signs of a target (130). The target may be, for example, a patient. The system may include one or more cameras (110), one or more illumination sources (120), and a controller (100). Each of the aforementioned components of the system are described below.

The system may include one or more cameras (110) configured to generate images of the target (130). The cameras (110) may be video or still image cameras. The cameras (110) may be operatively connected to the controller (100) and thereby send images to the controller (100). The cameras (110) may be controllable by the controller (100) and may receive commands from the controller (100) by the operable connection. In one or more embodiments of the invention, the cameras (110) may be light-field cameras, infra-red cameras, hyper-spectral cameras, a monochrome image sensor, a panchromatic image sensor, a line sensor, or a combination of the aforementioned types of cameras. In one or more embodiments of the invention, each of the cameras (110) may produce a different view of the target (130), e.g., each camera may be located at different positions and/or angles relative to the target (130). In one or more embodiments of the invention, the cameras (110) may produce images without illumination provided by the illumination sources (120).

In one or more embodiments of the invention, each of the images generated by the cameras (110) may include pixels. Each of the pixels of each image may have a location that is relative to the frame of the image. Due to motion of the target, motion of the cameras, or other causes, the target may move with respect to the frame of each of the images that are captured at different times.

The system may include one or more illumination sources (120) configured to illuminate the target (130). The illumination sources (120) may be, for example, incandescent bulbs, fluorescent bulbs, or light emitting diodes. The illumination sources (120) may generate an illumination that includes a broad spectral content, e.g., white light, or a narrow spectrum, e.g., blue light. In one or more embodiments of the invention, each of the illumination sources (120) may generate a different spectrum and thereby the target (130) may be illuminated with a configurable spectrum. The illumination source (120) may be operatively connected to the controller (100). The illumination sources may be controllable by the controller (100) and may receive commands from the controller (100) by the operable connection.

The system may include the controller (100). The controller (100) may be configured to determine vital signs of the target (130) based on images generated by the cameras (110). The controller (100) may also be configured to send commands to the cameras (110) and illumination sources (120) and thereby obtain images of the target (130).

FIG. 2 shows a controller (100) in accordance with one or more embodiments of the invention. The controller (100) may be a physical device that includes non-transitory storage, memory (e.g. Random Access Memory), and one or more processors. The non-transitory storage may include instructions which, when executed by the one or more processors, enable the system to perform the functions described in this application and shown in FIGS. 3-4.

The controller (100) may include one or more image processors (220), one or more illumination source controllers (230), a target tracker (240), and a waveform analyzer (250). Each of the components of the controller (100) is described below.

The image processors (220) may be configured to receive signals/data from the cameras (110) and extract images from the received signals/data. The image processors (220) may forward the extracted images to the memory, processors, target tracker, or waveform analyzer. In one or more embodiments of the invention, the image processors (220) may extract images from multiple cameras (110). The image processors (220) may be, for example, an embedded hardware device such as a field programmable gate array (FPGA), application specific integrated circuit (ASIC), and/or digital signal processor (DSP). Other embedded hardware devices may be used without departing from the invention.

In one or more embodiments of the invention, the image processors (220) may be configured to extract images from one or more video recordings and/or streaming videos comprising one or more frames including a target. For example, the image processors (220) may receive a video recording and extract images from frames of the video recording. In one or more embodiments of the invention, the image processors (220) may obtain multiple video recordings and/or streaming videos and extract images from one or more of the video recordings and/or streaming videos.

The illumination source controllers (230) may be configured to send and receive signals/data from the illumination sources (120). The illumination source controllers (230) may receive commands from the processor, waveform analyzer, or target tracker and operate the illumination sources (120) in accordance with the receive commands. For example, the illumination source controllers (230) may receive a command from a processor that indicates an illumination source (120) is to be activated. In response to receiving the command, the illumination source controllers (230) may activate the illumination source (120). The illumination source controllers (230) may be, for example, an embedded hardware device such as a field programmable gate array (FPGA), application specific integrated circuit

...
methods of identifying a target and generating alignment
within one or more images. The images may be
obtained from the image processors (220). Each of
the images may be at different times and thereby include
the light reflectivity of the target over time, e.g., the temporal
variation of the light reflectivity of the target.

In Step 300, a waveform analyzer obtains a plurality
of images including a target. The target may be, for example,
a portion of a patient such as the face of the patient. Each of
the images may be at different times and thereby include
the light reflectivity of the target over time, e.g., the temporal
variation of the light reflectivity of the target. The waveform
analyzer may obtain the images from one or more cameras.
The images may be obtained by the method shown in FIG.
3B.

In Step 305, the waveform analyzer subdivides the target
into a plurality of portions. Each portion may be a spatial
area of the target.

In one or more embodiments of the invention, the spatial
area of each portion of the target may be equal in size. For
example, the target may be uniformly divided into portions
of equal area.

In one or more embodiments of the invention, the spatial
area of each portion of the target may be different in size. For
example, some portions may include a larger spatial area of
the target than other portions of the target.

In Step 310, the waveform analyzer determines, based on
the obtained plurality of images, a light reflectivity of each
port of the target. The light reflectivity of the target may
be determined based on the pixels that are associated with
the target in each of the images. For example, each pixel
of an image may indicate a magnitude and/or a frequency/
spectrum of the light reflectivity of a portion of the target
at a specific time. Multiple pixels of an image may be associ­
ated with a portion of the target. The light reflectivity of each
portion of the target may be determined by averaging the
pixels associated with the portion of the target. The time
variation of the light reflectivity of the target may be
determined based on the difference between the light reflec­tiv­
ity of the target in each image. The pixels associated with
each portion of the target may be determined by the method
shown in FIG. 4A.

In Step 315, the waveform analyzer determines a weight
associated with each portion of the plurality of portions
based on the time variation of the light reflectivity of each
portion of the target. The weight associated with each
portion of the target may indicate a relative strength of a
PPG waveform signal included in the light reflectivity of
each portion of the target. In other words, the light reflectiv­
ity of some portions of the target may be strongly corre­
lated with a total PPG waveform and other portions of the
target may be weakly correlated with the total PPG
waveform. The weight of each portion of the target may be
determined by the method shown in FIG. 3D.

In Step 320, the waveform analyzer estimates a PPG
waveform of the target based on the weight of each portion
of the target and the temporal variation of the light reflectiv­
ity of each portion of the target. The PPG waveform may be estimated
by bandpass filtering the time variation of the light reflectiv­
ity of each portion to remove low frequency components,
such as the constant reflectivity of the skin, and high
frequency components away from a potential PPG signal. In
one or more embodiments of the invention, the bandpass
filter has a bandwidth of 0.5 Hz to 5 Hz. The filtered light
reflectivity of each portion of the target may be represented as:

\[ f_n(t) \]  

(Equation 1)

where \( n \) is a portion of the target.
A summation of the filtered light reflectivity of each portion of the target multiplied by the weight of the portion may be formed to estimate the total PPG waveform of the target. The estimated PPG waveform of the target may be represented as:

$$p_{est}(t) = \sum_{i} G_i f_i(t)$$

(Equation 2)

where $G_i$ is the weight of a portion of the target and N is the total number of portions of the target.

In one or more embodiments of the invention, a reject filter may be used when forming the summation to determine the PPG waveform. In general, the strength of the PPG waveform within the light reflectivity of each portion of the target is expected to be small. A reject filter may be used to remove the contribution of any portion of the target that has a large light reflectivity value. When using a reject filter, the estimated PPG waveform of the target may be represented as:

$$p_{est}(t) = \sum_{i} G_i f_i(t) \text{amp}(p_i(t)) > \tau_{amp}$$

(Equation 3)

where I is an indicator function, $\text{amp}(\cdot)$ is the maximum amplitude of the signal over a T seconds duration, and $\tau_{amp}$ is a threshold value.

Thus the method shown in FIG. 3A may be used to estimate a total PPG waveform of a target. The estimated PPG waveform may be subsequently used to determine one or more vital signs of the target.

FIG. 3B shows a flowchart of a method in accordance with one or more embodiments of the invention. The method depicted in FIG. 3B may be used to obtain one or more images of a target in accordance with one or more embodiments of the invention. One or more steps shown in FIG. 3B may be omitted, repeated, and/or performed in a different order among different embodiments.

In Step 325, a first illumination source is activated. The first illumination source may be, for example, an incandescent bulb, fluorescent bulb, light emitting diode, or any other light source. In one or more embodiments of the invention, the first illumination source may have a first spectral content that covers only a portion of the visible spectrum.

In Step 330, a first image of a target is obtained while the target is illuminated by the first illumination source. The first image may be obtained by a camera.

In Step 335, a first image of a target is obtained while the target is illuminated by the first illumination source. The first image may be obtained by a first camera.

In Step 340, a second illumination source is activated. The second illumination source may be, for example, an incandescent bulb, fluorescent bulb, light emitting diode, or any other light source. In one or more embodiments of the invention, the second illumination source may have a second spectral content that is different than the first spectral content of the first illumination source.

In Step 345, a second image of the target is obtained while the target is illuminated by the second illumination source. The second image may be obtained by the second camera or another camera. In one or more embodiments of the invention, the second image may be taken at a second time that is different than a first time at which the first image is taken.

In one or more embodiments of the invention, the second image may be taken at a time that is the same as the time at which the first image is taken. The second image may be taken from a different angle or location, with respect to the target, so that the second image of the target images portions of the target that were occluded in the first image.

In one or more embodiments of the invention, Steps 325-345 may be repeated to generate multiple images of the target at different points in time to image the light reflectivity of the target over a period of time.

Thus the method shown in FIG. 3B may be used to obtain one or more images of a target, from one or more angles, and at one or more points in time.

FIG. 3C shows an example diagram illustrating three images (350, 351, 352) of a target taken at three different points in time in accordance with one or more embodiments of the invention. The first image (350) includes pixels (355) obtained by a camera. Specifically, the first image (350) includes 36 pixels (each pixel is numbered). The first image (350) could include any number of pixels without departing from the invention. A target (357) is superimposed over the first image (350) to indicate that not all of the pixels of the first image (350) correspond to the target (357) and that some pixels of the first image (350) may correspond to different portions of the target (357). In other words, some of the pixels of the first image do not show the target (357) and the pixels that do show the target may correspond to a specific portion of the target. For example, some of the pixels could show a portion of a background next to a target (357) and thereby not be associated with any portion of the target (357). In another example, pixel 11 of the first image (350) may only correspond to the top right portion of the target (357).

The second image (351) includes 36 pixels like the first image (350) but the second image (351) was taken at a different point in time than the first image (350). Similar or different pixels of the second image (351), when compared to the pixels of the first image that correspond to the target, may correspond to the target (357). The second image (351) could include any number of pixels without departing from the invention.

The third image (352) also includes 36 pixels like the first image (350) and second image (351) was taken at a different point in time than either of the first image and second image. The third image (352) could include any number of pixels without departing from the invention.

Each of the three images may include pixels that correlate with portions of the target at different points of time and thereby may be used to determine the light reactivity of each portion of the target over time. However, due to movement of the target or other causes, the pixels of each of the three images associated with a particular portion of the target may be different in each of the three images. As will be described with respect to FIG. 4A, each image of the three images may be analyzed to determine which pixels of each image correspond with each portion of the target.

FIG. 3D shows a flowchart of a method in accordance with one or more embodiments of the invention. The method depicted in FIG. 3D may be used to determine a weight of the light reactivity of a portion of a target in accordance with one or more embodiments of the invention. One or more steps shown in FIG. 3D may be omitted, repeated, and/or performed in a different order among different embodiments.

In Step 360, a time variation of a light reflectivity of a portion of a target is obtained. The time variation of the light reflectivity of the portion of the target may be obtained based on pixels, associated with the portion of the target, from images of the target taken at different points in time. The images may be obtained by the method shown in FIG. 3B.

In Step 362, a bandpass filter is applied to the time variation of the light reflectivity of the portion of the target to generated a filtered time variation of the light reflectivity of the portion of the target. Bandpass filtering the time variation of the light reflectivity of the portion of the target
target may remove low and high frequency light reflectivity information that is not associated with a PPG waveform. The bandpass filter may have a passband of 0.5 to 5 Hz.

In Step 364, an estimate of a frequency of PPG waveform is generated. The coarse estimate may be generated by the method shown in FIG. 3E.

In Step 366, a spectral power density of the time variation of the filtered light reflectivity in a spectral region surrounding the estimated frequency of the PPG waveform is determined. The spectral power density may be determined by transforming the time variation of the light reflectivity to a spectral representation of the light reflectivity and integrating the spectral power in the spectral region near the frequency of the PPG waveform generated in Step 364.

In Step 368, the spectral power density of the filtered light reflectivity outside of the spectral region surrounding the estimated frequency of the PPG waveform is determined. The spectral power density may be determined by transforming the filtered time variation of the filtered light reflectivity to a spectral representation of the light reflectivity and integrating the spectral power outside of the spectral region near the frequency of the PPG waveform determined in Step 364. In one or more embodiments of the invention, the spectral representation of the light reflectivity of the portion of the target may be formed by taking the Fourier transform of the time variation of the light reflectivity of the portion of the target.

In Step 370, a weight of the portion of the target is generated. The weight of the portion of the target may be determined by forming a ratio of the spectral power determined in Step 366 to the spectral power determined in Step 368. In other words, the ratio be may be the spectral power near the estimated frequency of the PPG waveform divided by the spectral power away from the estimated frequency of the PPG. Ratios of a higher value may indicate a stronger association between the light reflectivity of the portion and the PPG waveform. The weight of the portion of the target may be represented as:

$$G_i = \frac{\int_{PR}^{b} Y_i(f)df}{\int_{\text{Min}}^{\text{Max}} Y_i(f)df - \int_{PR}^{b} Y_i(f)df}$$  \hspace{1cm} (Equation 4)

where PR is the coarse estimate of the frequency of the PPG waveform, b is a small value that defines a spectral region around the frequency of the PPG waveform, Min is the minimum frequency of the spectral power density of the time variation of the light reflectivity of the portion, Max is the maximum frequency of the spectral power density of the time variation of the light reflectivity of the portion, and $Y_i(f)$ is the spectral power density of the filtered time variation of the reflectivity of the portion of the target.

Thus, the method shown in FIG. 3D may be used to determine the weight of each portion of the target by repeating the method shown in FIG. 3D for each portion of the target.

FIG. 3E shows a flowchart of a method in accordance with one or more embodiments of the invention. The method depicted in FIG. 3E may be used to determine a coarse estimate of a frequency of a PPG waveform in accordance with one or more embodiments of the invention. One or more steps shown in FIG. 3E may be omitted, repeated, and/or performed in a different order among different embodiments.

In Step 380, a spectral power density of the time variation of light reflectivity of each portion of a target may be determined. The spectral power density of each portion may be determined by transforming the time variation of the light reflectivity of each portion to a spectral representation of the light reflectivity. In one or more embodiments of the invention, the spectral representation of the light reflectivity of each portion of the target may be formed by taking the Fourier transform of the time variation of the light reflectivity of each portion of the target.

In Step 390, a frequency associated with the global maximum of the spectral power density of each portion is determined. The global maximum of each spectral power density may be determined using any suitable global maximum finding method such as, for example, comparing the magnitude of each frequency to the magnitude of each other frequency. The coarse estimate of the frequency of the PPG waveform may be determined by averaging the determined frequencies of the global maximums.

Thus, the method shown in FIG. 3E may be used to determine a coarse estimate of the frequency of the PPG waveform. Additionally, the coarse estimate of the frequency of the PPG waveform may be used to determine the heart rate of the target and/or variability of the heart rate of the target, directly, without determining the PPG waveform of the target. The estimated frequency of the PPG waveform may be the heart rate of the target and the heart rate variability of the target may be determined by performing the method shown in FIG. 3E at different times and determining the variability of the heart rate of the target over time.

The methods shown in FIGS. 3A-3E may be used to estimate the PPG waveform of a target based on the light reflectivity of the target. As discussed with respect to FIGS. 3A and 3B, the light reflectivity of the target may be determined based on one or more images of the target.

FIG. 4A shows a flowchart of a method in accordance with one or more embodiments of the invention. The method depicted in FIG. 4A may be used to determine a relationship between pixels of one or more images and the light reflectivity of a target included in the images in accordance with one or more embodiments of the invention. One or more steps shown in FIG. 4A may be omitted, repeated, and/or performed in a different order among different embodiments.

In Step 400, images of a target are obtained. The images may be obtained by the method shown in FIG. 3B.

In Step 402, the target is identified in each of the images. The target in each of the images may be identified by the method shown in FIG. 4D.

In Step 404, alignment transformations for each image of the plurality of images are generated. The alignment transformation for each image may be generated based on a difference in the location of the target identified in each of the obtained images. For example, the pixels of each figure that are associated with any portion of the target may be different in each of the images. The alignment transformation of an image of the images may be the difference between the location of the target in a first image and the location of the target in a second image.

In one or more embodiments of the invention, the alignment transformation may be a spatially varying transformation. For example, in a first image the target may be a face of a patient. In a second image, the patient may yaw which distorts the shape and spatial structure of the target. The alignment transformation may associate pixels of the second image with portions that vary spatially due to the distorted
shape of the target in the second image. In one or more embodiments of the invention, the alignment transformation may be a rigid affine fit.

In Step 406, each alignment transform may be applied to an associated image. Applying the alignment transform may form associations between each pixel of each image with a portion of the target and thereby enable the time variation of the light reflectivity of the target to be determined from the images.

A time variation of the light reflectivity of the target may be generated based on the time each image of the plurality of images was taken and the associations between the pixels of each image and the target. In other words, the light reflectivity of the target at the time an image was taken may be determined based on the associations between pixels of the image and the target. The time variation of the light reflectivity of the target may be determined based on the differences between the light reflectivity of the target in each image and corresponding to the time each images was taken.

In one or more embodiments of the invention, applying the alignment transformation to an image may add metadata to each pixel of the image. Rearranging the pixels in the image may conform pixels of the image with a portion of the target. By rearranging the pixels of each image, the same pixels of each image may be associated with the same portions of the target.

In one or more embodiments of the invention, applying the alignment transformation to an image may add metadata to each pixel of the image that associates each pixel of the image with a portion of the target. By adding metadata to each pixel, the pixels associated with any portion of the target may be rapidly identified.

In one or more embodiments of the invention, portions of the target that are known to not be strongly associated with a PPG waveform are excluded during the alignment transformation. For example, the light reflectivity of the eyes of a patient may not be associated with a PPG waveform. Pixels of an image associated with the eyes of the patient may be ignored and/or included during the process of generating an alignment transformation and thereby remove areas of an image that would only contribute noise to the estimate of the total PPG waveform of the target.

Thus, the method shown in FIG. 4A may enable pixels of images to be associated with a target within the image and thereby remove or reduce the impact of movement and/or distortion of the target in each of the images.

FIG. 4B shows a flowchart of a method in accordance with one or more embodiments of the invention. The method depicted in FIG. 4B may be used to identify a target in images in accordance with one or more embodiments of the invention. One or more steps shown in FIG. 4B may be omitted, repeated, and/or performed in a different order among different embodiments.

In Step 412, one of the images is selected.

In Step 416, the target is identified in the selected image based on at least one landmark. The target may be identified by comparing the spacing of the at least one landmark to the reference image.

In Step 418, it is determined whether a target has been identified in each of the images. If the target has not been identified in each of the images, the method may proceed to Step 412. If the target has been identified in each of the images, the method may end.

Thus, the method shown in FIG. 4B may be used to identify a target in any number of images.

The following examples are for explanatory purposes and are not intended to limit the scope of the technology.

Example 1

FIG. 5A shows an example of a target (500). The target may be a portion of a patient. It may be desired to estimate a PPG waveform of the target to determine the vital signs of the target. The PPG waveform of the target may be estimated by the methods shown in, e.g., FIGS. 3A-4B.

To estimate the PPG waveform, a number of images including the target (500) may be taken at different points in time. For example, the images may be taken every 0.25 seconds for 20 seconds.

The target (500) in each of the images may be identified based on one or more landmarks of the target. For example, the target in each of the images may be identified based on a location of the eyes, nose, and facial outline of the target.

Based on the identified target in each image, an alignment transformation between the target in each image and the pixels of each image may be generated. For example, each of the images may include small movements of the target that change the location of the target and/or distort the target.

The alignment transformation may add metadata to each pixels of the target to associate the pixel with a spatial location of the target.

The target may be subdivided into a number of portions. FIG. 5B shows an example of the target (500) divided into portions. Specifically, the target is divided into six portions including a first portion (505), second portion (506), and third portion (507).

The time variation of the light reflectivity of each of the first portion (505), second portion (506), and third portion (507) may be determined based on the pixels that include metadata that associates the pixels with each portion.

FIG. 5C shows an example of a target (500) superimposed over a first image (510). The first image includes 36 pixels that are accordingly numbered. The superimposed target (510) indicates the association between pixels of the first image (510) each of the first portion (505), second portion (506), and third portion (507) of the target. For example, pixels 5, 11, 12, 17, and 18 are associated with the first portion (505), pixels 17, 18, 23, 24, and 29 are associated with the second portion (506), and pixels 14, 15, 20, 21, 26, and 27 are associated with the third portion (507). Thus, the light reflectivity of each portion (505) of the target (500) at the time when the first image (510) was taken may be determined based on the values of pixels 5, 11, 12, 17, and 18.

FIG. 5D shows an example of a target (500) superimposed over a second image (520) that was taken at a different time than the first image. As seen from the second image (520), the target (500) is rotated with respect to the first image (510) and thereby different pixels are associated with each of the first portion (505), second portion (506), and third portion (507) of the target. For example, pixels 18, 23, 24, 29, and 30 are associated with the first portion (505), pixels 22, 23, 28, and 29 are associated with the second portion (506), and pixels 8, 9, 14, 15, 19, 20, and 21 are associated with the third portion (507). Thus, the light reflectivity of each portion (505) of the target (500) at the time when the second image (520) was taken may be determined based on the values of pixels 18, 23, 24, 29, and 30.

FIG. 5E shows an example of a target (500) superimposed over a third image (530) that was taken at a different time than the first image and second image. As seen from the third image (530), the target (500) is distorted with respect to the first image (510) and thereby different pixels are associated with each of the first portion (505), second portion (506), and third portion (507) of the target.
and third portion (507) of the target (500). For example, pixels 5, 6, 10, 11, and 12 are associated with the first portion (505), pixels 10, 11, 12, 16, 17, 18, and 22 are associated with the second portion (506), and pixels 8, 9, 13, 14, 15, 20, and 21 are associated with the third portion (507). Thus, the light reflectivity of the first portion (505) of the target (500) at the time when the first image (506) was taken may be determined based on the values of pixels 5, 6, 10, 11, and 12. Returning to FIG. 5B, weights of each of the first portion (505), second portion (506), and third portion (507) of the target (500) may be determined based on the time variation of the light reflectivity of each portion. With respect to the examples shown in FIGS. 5C-5E, the time variation of the light reflectivity of the first portion (505) may be determined by averaging the pixels associated with the first portion (505) of the first image (510) to determine a light reflectivity of the first portion (505) at the time when the first image was taken. The light reflectivity at the time of the second image (520) may be determined similarly by averaging the pixels of the second image (520) associated with the first portion (505). The light reflectivity at the time of the third image (530) may be determined similarly by averaging the pixels of the third image (530) associated with the first portion (505).

The time variation of the light reflectivity of each portion of the target may be determined by separately averaging the pixels of each image associated with each portion of the target and associating the averaged value of each image with a capture time of each image. For example, with respect to the first portion (505), pixels 5, 11, 12, 17, and 18 of the first image may be averaged and associated with the capture time of the first image, pixels 18, 23, 24, 29, and 30 of the second image may be averaged and associated with the capture time of the second image, and pixels 5, 6, 10, 11, and 12 of the third image may be averaged and associated with the capture time of the third image to determine the time variation of the light reflectivity of the first portion. The processes may be repeated for each portion to determine the time variation of the light reflectivity of each portion of the target.

The weights of each portion of the target (500) may be determined as described with respect to, e.g., FIGS. 3D and 3E by filtering the time variation of the light reflectivity of each portion, generating a coarse estimate of a frequency of a PPG waveform, and then forming a ratio of the spectral content of the time variation of the light reflectivity near the frequency of the PPG waveform and away from the PPG waveform. For example, the spectral power density of the time variation of the light reflectivity of the first portion may be determined by taking the Fourier transform of the time variation. The spectral power associated with the PPG waveform may be determined by integrating the spectral power density in a region near the PPG waveform and the spectral power that is not associated with the spectral power of the PPG waveform may be determined by integrating the spectral power density outside of the spectral region near the PPG waveform. The weight may then be determined by taking a ratio of the spectral power associated with the PPG waveform and the spectral power not associated with the PPG waveform.

The PPG waveform may then be estimated by summing the time variation of the light reflectivity of each portion of the target multiplied by the weight of the portion of the target as described with respect to, e.g., Step 320 of FIG. 3A. For example, the time variation of the light reflectivity of the first portion (505) may be multiplied by the weight of the first portion, the time variation of the light reflectivity of the second portion (506) may be multiplied by the weight of the second portion, and the time variation of the light reflectivity of the third portion (507) may be multiplied by the weight of the third portion to form weighted time variations of the light reflectivity of each portion. The weighted time variation of the light reflectivity of each portion may be summed to estimate the PPG waveform.

Example 2

The methods shown in, e.g., FIGS. 3A-E and 4A-B were applied to a patient. Specifically, the methods were applied to the face of a patient. Images of the patient’s face were taken over a period of 20 seconds. Associations between pixels of each of the images of the patient were associated with the target using the method shown in, e.g., FIG. 4A.

The face of the patient was subdivided into portions. A weight of each portion and a time variation of the reflectivity of each portion of the face of the patient were determined by the method shown in, e.g., FIG. 3A.

FIG. 6 shows a diagram of the weights of each portion of the face of the patient. In FIG. 6, the face of the patient was divided into portions of equal size and lighter colors indicate higher weights. As seen from FIG. 6, there is a large variation of the weight of each portion of the target.

Four markers are superimposed over the diagram shown in FIG. 6 to indicate particular areas of interest. As seen from FIG. 6, markers 1 and 2 are located near portions of the face that are lighter in color thereby indicating higher weight while markers 3 and 4 are located near portions of the face that are darker in color thereby indicating lower weights. Thus, from FIG. 6, it is clear that the time variation of the light reflectivity some portions of the face are more strongly associated with the PPG waveform.

FIG. 7 shows plots of the time variation of the light reflectivity of the portions of the face near markers 1, 2, 3, and 4 of FIG. 6, respectively. In each of the plots, the horizontal axis indicates the time in seconds and the vertical axis indicates the magnitude of the light reflectivity of the portion of the target near the marker.

As seen from the plots associated with the portions near markers 1 and 2, a strong and repetitive signal may be seen within the waveform that may be associated with a PPG waveform of the patient. In contrast, near the markers 3 and 4, it is difficult to visually make out a repetitive signal within the waveform that may be associated with a PPG waveform. Thus, merely averaging the signals near markers 1-4 would not provide a good estimate of a PPG waveform of the patient.

FIG. 8 shows a first plot (800) of the an estimated PPG waveform based on the weight and time variation of the light intensity of the target and a second plot (810) of the PPG waveform measured using a direct, contact method of measuring the PPG waveform. As seen from FIG. 8, the estimated PPG waveform closely follows the measured PPG waveform and thereby illustrates that the estimated PPG waveforms produced by the methods shown in, e.g., FIGS. 3A-E and 4A-B predict the actual PPG waveform of the patient without requiring direct contact with the patient.

One or more embodiments of the invention may provide one or more of the following advantages: (1) A system or method in accordance with embodiments of the invention may enable areas of a target strongly associated with a PPG waveform to be distinguished from areas of a target weakly or not associated with a PPG waveform, (ii) the system or method may enable a PPG waveform to be estimated without direct contact with a patient and thereby prevent.
transmission of infections by direct contact methods of measuring a PPG waveform, (iii) the system or method may enable the heart rate and/or the heart rate variability of a target to be determined without contact to the target and thereby be completed without the knowledge of the target, and (v) the determined heart rate and/or the heart rate variability of the target may be used to determine a cognitive stress load of the target, whether the determined heart rate and/or heart rate variability indicate that a statement given by the target is truthful, and the heart rate and/or heart rate variability may be used to facilitate an interrogation of a target by indicating the target’s mental state.

While the invention has been described above with respect to a limited number of embodiments, those skilled in the art, having the benefit of this disclosure, will appreciate that other embodiments can be devised which do not depart from the scope of the invention as disclosed herein. Accordingly, the scope of the invention should be limited only by the attached claims.

What is claimed is:

1. A method of estimating a photoplethysmogram (PPG) waveform of a target, comprising:
   obtaining a plurality of images, wherein an image of the plurality of images comprises the target;
   subdividing the target into a plurality of portions;
   determining, based on the plurality of images, a time variation of a light reflectivity of a portion of the plurality of portions;
   determining, based on the time variation of the light reflectivity, a weight associated with the portion of the plurality of portions; and
   estimating the PPG waveform of the target based on the weight and the image of the plurality of images, wherein estimating the PPG waveform of the target comprises multiplying the weight of the portion of the plurality of portions by the light reflectivity of the portion of the plurality of portions to form a weighted light reflectivity of the portion.

2. The method of claim 1, wherein obtaining the plurality of images comprises:
   activating an illumination source; and
   capturing a first image of the target while the illumination source is activated.

3. The method of claim 2, wherein obtaining the plurality of images further comprises:
   capturing a second image of the target while the illumination source is activated,
   wherein the second image is captured at a time that is different than a time of capture of the first image.

4. The method of claim 1, wherein determining the time variation of the light reflectivity of the portion of the plurality of portions comprises:
   identifying the target in each image of the plurality of images;
   generating an alignment transformation for each image of the plurality of images based on the location of the target in the image of the plurality of images;
   applying the alignment transform to each image of the plurality of images to associate at least one pixel of each image of the plurality of images with the target; and
   determining the time variation of the light reflectivity of the portion of the plurality of portions based on the at least one pixel of each image of the plurality of each image and a capture time of each image of the plurality of images.

5. The method of claim 1, wherein determining the weight associated with the portion of the plurality of portions comprises:
   generating an estimate of a frequency of the PPG waveform based on the light reflectivity of the portion of plurality of portions;
   determining a first spectral power of the time variation of the light reflectivity of the portion of the plurality of portions in a spectral region including the estimate of the frequency of the PPG waveform;
   determining a second spectral power of the time variation of the light reflectivity of the portion of the plurality of portions in a spectral region that does not include the estimate of the frequency of the PPG waveform; and
   determining the weight based on the first spectral power and the second spectral power.

6. The method of claim 1, further comprising:
   generating an estimate of a frequency of the PPG waveform based on the filtered light reflectivity of the portion of plurality of portions;
   applying a bandpass filter to the filtered time variation of the light reflectivity of the portion of the plurality of portions to generate a filtered time variation of the light reflectivity, wherein a passband of the bandpass filter comprises the estimate of the frequency of the PPG waveform;
   determining a first spectral power of the filtered time variation of the light reflectivity of the portion of the plurality of portions in a spectral region including the estimate of the frequency of the PPG waveform;
   determining a second spectral power of the filtered time variation of the light reflectivity of the portion of the plurality of portions in a spectral region that does not include the estimate of the frequency of the PPG waveform; and
   determining the weight based on the first spectral power and the second spectral power.

7. The method of claim 6, wherein generating an estimate of a frequency of the PPG waveform comprises:
   generating a spectral power density of the filtered light reflectivity of the portion of the plurality of portions; and
   determining a frequency associated with a maximum of the spectral power density; and
   generating the estimate based on the frequency associated with the maximum of the spectral power density.

8. The method of claim 1, wherein estimating the PPG waveform of the target further comprises:
   multiplying a second weight of a second portion of the plurality of portions by a light reflectivity of the second portion of the plurality of portions to form a weighted light reflectivity of the second portion; and
   summing the weighted light reflectivity of the portion with the weighted light reflectivity of the second portion.

9. A non-transitory computer readable medium (CRM) storing instructions for estimating a photoplethysmogram (PPG) waveform of a target, the instructions comprising functionality for:
   obtaining a plurality of images, wherein an image of the plurality of images comprises the target;
   subdividing the target into a plurality of portions;
determining, based on the plurality of images, a time variation of a light reflectivity of a portion of the plurality of portions; determining, based on the time variation of the light reflectivity, a weight associated with the portion of the plurality of portions; and estimating the PPG waveform of the target based on the weight and the image of the plurality of images, wherein the instructions for determining the time variation of the light reflectivity of the portion of the plurality of portions comprise functionality for: identifying the target in each image of the plurality of images; generating an alignment transformation for each image of the plurality of images based on the location of the target in the image of the plurality of images; applying the alignment transform to each image of the plurality of images to associate at least one pixel of each image of the plurality of images with the target; and determining the time variation of the light reflectivity of the portion of the plurality of portions based on the at least one pixel of each image of the plurality of each image and a capture time of each image of the plurality of images.

10. The non-transitory CRM of claim 9, wherein the instructions for determining the weight associated with the portion of the plurality of portions comprise functionality for:
generating an estimate of a frequency of the PPG waveform based on the light reflectivity of the portion of plurality of portions;
determining a first spectral power of the time variation of the light reflectivity of the portion of the plurality of portions in a spectral region including the estimate of the frequency of the PPG waveform;
determining a second spectral power of the time variation of the light reflectivity of the portion of the plurality of portions in a spectral region that does not include the estimate of the frequency of the PPG waveform; and determining the weight based on the first spectral power and the second spectral power.

11. A method of estimating a photoplethysmogram (PPG) waveform of a target, comprising:

obtaining a plurality of images, wherein an image of the plurality of images comprises the target;
subdividing the target into a plurality of portions;
determining, based on the plurality of images, a time variation of a light reflectivity of a portion of the plurality of portions;
determining, based on the time variation of the light reflectivity, a weight associated with the portion of the plurality of portions;
estimating the PPG waveform of the target based on the weight and the image of the plurality of images;
generating an estimate of a frequency of the PPG waveform based on the filtered light reflectivity of the portion of plurality of portions;
applying a bandpass filter to the filtered time variation of the light reflectivity of the portion of the plurality of portions to generate a filtered time variation of the light reflectivity, wherein a passband of the bandpass filter comprises the estimate of the frequency of the PPG waveform;
determining a first spectral power of the filtered time variation of the light reflectivity of the portion of the plurality of portions in a spectral region including the estimate of the frequency of the PPG waveform;
determining a second spectral power of the filtered time variation of the light reflectivity of the portion of the plurality of portions in a spectral region that does not include the estimate of the frequency of the PPG waveform; and determining the weight based on the first spectral power and the second spectral power.

12. The method of claim 11, wherein obtaining the plurality of images comprises:
activating an illumination source; and capturing a first image of the target while the illumination source is activated.

13. The method of claim 12, wherein obtaining the plurality of images further comprises:
capturing a second image of the target while the illumination source is activated, wherein the second image is captured at a time that is different than a time of capture of the first image.

14. The method of claim 11, wherein determining the time variation of the light reflectivity of the portion of the plurality of portions comprises:
identifying the target in each image of the plurality of images;
generating an alignment transformation for each image of the plurality of images based on the location of the target in the image of the plurality of images;
applying the alignment transform to each image of the plurality of images to associate at least one pixel of each image of the plurality of images with the target; and determining the time variation of the light reflectivity of the portion of the plurality of portions based on the at least one pixel of each image of the plurality of each image and a capture time of each image of the plurality of images.

15. The method of claim 11, wherein determining the weight associated with the portion of the plurality of portions comprises:
generating an estimate of a frequency of the PPG waveform based on the light reflectivity of the portion of plurality of portions;
determining a first spectral power of the time variation of the light reflectivity of the portion of the plurality of portions in a spectral region including the estimate of the frequency of the PPG waveform;
determining a second spectral power of the time variation of the light reflectivity of the portion of the plurality of portions in a spectral region that does not include the estimate of the frequency of the PPG waveform; and determining the weight based on the first spectral power and the second spectral power.

16. The method of claim 11, wherein generating an estimate of a frequency of the PPG waveform comprises:
generating a spectral power density of the filtered time variation of the light reflectivity of the portion of the plurality of portions;
determining a frequency associated with a maximum of the spectral power density; and generating the estimate based on the frequency associated with the maximum of the spectral power density.

17. The method of claim 11, wherein estimating the PPG waveform of the target comprises:
multiplying the weight the portion of the plurality of portions by the light reflectivity of the portion of the plurality of portions to form a weighted light reflectivity of the first portion.

18. The method of claim 11, wherein estimating the PPG waveform of the target further comprises:
   multiplying a second weight of a second portion of the plurality of portions by a light reflectivity of the second portion of the plurality of portions to form a weighted light reflectivity of the second portion; and
   summing the weighted light reflectivity of the first portion with the weighted light reflectivity of the second portion.